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Abstract

To improve learning on irregular 3D shapes, such
as meshes with varying discretizations and point clouds
with different samplings, we propose L2-GNN, a new
graph neural network that approximates the spectral fil-
ters using twice linear parameterization. First, we pa-
rameterize the spectral filters using wavelet filter basis
functions. The parameterization allows for an enlarged
receptive field of graph convolutions, which can simulta-
neously capture low-frequency and high-frequency in-
formation. Second, we parameterize the wavelet filter
basis functions using Chebyshev polynomial basis func-
tions. This parameterization reduces the computational
complexity of graph convolutions while maintaining ro-
bustness to the change of mesh discretization and point
cloud sampling. Our L2-GNN based on the fast spec-
tral filter can be used for shape correspondence, clas-
sification, and segmentation tasks on non-regular mesh
or point cloud data. Experimental results show that our
method outperforms the current state of the art in terms
of both quality and efficiency.

Keywords: Graph Neural Networks, Spectral Filters,
Linear Parameterization, Irregular 3D Shapes

1. Introduction

In recent years, research on three-dimensional (3D)
shape data such as meshes and point clouds has received
increasing attention due to their richer information to rep-
resent the real world. With the success of convolutional
neural networks (CNNs) in analyzing images and videos,
many researchers have explored how to apply CNNs to 3D
shapes. However, 3D shape data is irregular, and no com-
mon method currently exists for applying convolution to 3D
shapes.

A good CNN on 3D shapes should satisfy the follow-
ing three criteria: (1) The convolution operator should have
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a strong ability to aggregate shape information and obtain
more meaningful information from shape data. (2) The con-
volution operator should be robust to the irregularity of dif-
ferent shapes, such as different discretizations of meshes
and different samplings of point clouds. (3) The convo-
lution filter should have low computational complexity to
achieve good scalability for large-scale 3D data.

Some mesh-based methods [1, 2] mimic the idea of
CNNs on two-dimensional (2D) data and apply local pa-
rameterization spatially on the mesh. Although these meth-
ods have achieved higher performance in shape correspon-
dence tasks, they cannot be applied to point clouds due to
the need for local parameterization. MeshCNN [3] proposes
a convolution operation defined on mesh edges for shape
classification and segmentation while it is sensitive to the
change of mesh discretization as the meshes with different
discretizations have different edge connectivity. Some re-
cent approaches [4–6] require computing intrinsic informa-
tion to handle different discretizations on meshes, leading to
an enormous time cost. Point-based methods [7–10] often
have strong information aggregation capabilities due to the
carefully designed convolution operators, but these methods
usually do not consider the effects of point cloud sampling.

Graph neural networks are another type of approach
for handling 3D shapes. SpectralCNN [11] proposes to
use spectral filters for convolution in the graph frequency
domain, but this approach performs poorly due to the
loss of locality of the convolution kernel, and computing
spectral transform requires high computational complexity.
ChebyGCN [12] utilizes the Chebyshev polynomials to pa-
rameterize spectral filters and achieves faster convolution
speed. SplineCNN [13] uses B-splines to directly weight
neighborhoods in the graph spatial domain. However, these
acceleration methods cannot satisfy the robustness of net-
works to mesh discretization because the acquisition of lo-
cal information is highly related to mesh discretization.
Some works [14–16] introduce graph wavelets [17] into
graph neural networks. However, these methods either can-
not be applied to scenarios with different discretizations
[14] or require computing wavelet functions [15,16], which
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Figure 1. The overview of our L2-GNN network which inputs feature f ∈ RN×C of 3D shapes and outputs feature F̂ ∈ RN×D . Employing
an overall twice-linear parameterization structure, in the L2-GCONV layer, we utilize neural network parameters as coefficients for wavelet
basis functions to select wavelet filters with different scales for capturing low-frequency and high-frequency features. Additionally, we
leverage Chebyshev polynomials to parameterize the basis functions of the wavelet filters, aiming to accelerate the training speed. Finally,
we apply the output features to various tasks on data with different discretizations, achieving promising results.

require a very high computational complexity.
In this paper, we propose L2-GNN, a fast graph neural

network suitable for shape correspondence, classification,
and segmentation tasks on both meshes and point cloud
data. As shown in the Fig. 1, our idea is to use two linear
parameterizations to approximate the spectral filter, while
satisfying performance, robustness, and speed requirements
at the same time. The basis functions of the first linear
parameterization are the wavelet filter basis functions. By
parameterizing the spectral filter with wavelet filter basis
functions, we can not only maintain the local property of
the filter but also incorporate global-aware information to
further enhance the information aggregation ability of the
convolutional operator. The basis functions of the second
linear parameterization are the Chebyshev polynomial ba-
sis functions. We can speed up the convolution operation by
parameterizing the wavelet filters with Chebyshev polyno-
mials while maintaining the robustness to mesh discretiza-
tion or point cloud sampling. Our experimental evaluations
demonstrate that our graph neural network outperforms re-
cent state-of-the-art methods on most tasks for both point
clouds and meshes.

The main contributions of this work are summarized as
follows:

• We present a new spectral filter based on two linear
parameterizations that can enhance the information ag-
gregation ability by increasing the receptive field while
maintaining locality.

• Our proposed convolutional approach can reduce the
computation complexity of convolution while main-
taining robustness to the change of mesh discretization
and point cloud sampling.

• L2-GNN offers a new approach to address challenges
in 3D deep learning, due to its ability to handle meshes

and point clouds simultaneously and its strong perfor-
mance across various tasks, such as shape correspon-
dence, classification, and segmentation.

2. Related Work

There are many deep learning technologies applied to 3D
shapes. We mainly review the work of 3D deep Learning
and graph neural networks.

2.1. 3D Deep Learning

Traditional methods [18–23] typically use descriptors to
represent features of 3D shapes, but the effectiveness of
such methods needs improvement. The emergence of deep
learning has made 3D deep learning possible. 3D deep
learning methods are generally divided into two categories
based on mesh and point cloud representations. Mesh-based
methods are to apply learning methods on mesh represen-
tation. Some methods [1, 2, 13, 24–27] define convolution
operations directly on manifolds. However, these methods
need to consider the rotation of convolution operators in the
tangent plane. Some methods [28–32] introduce the equiv-
ariant property in the convolution for the networks to ad-
dress this problem. Subsequently, many works [5, 33–37]
focus on extending the expressive power of the convolution
operation. They propose to manipulate vector-valued data
in local tangent space. [38,39] propose a multiscale framelet
transform convolution method, which effectively reduces
noise in nodes and structures, enhancing the robustness and
flexibility of spectral graph neural networks in handling in-
complete or perturbed graph data. MeshCNN [3] is a typical
deep-learning framework specifically designed for process-
ing polygonal meshes. It employs a novel mesh convolution
operation on the local geometries of each edge and achieves
good experimental results. Laplacian2Mesh [40] proposes
to map the input mesh to the multi-dimensional Laplacian-
Beltrami space, which can be used for the classification and
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Figure 2. The illustration of our fast spectral filter leveraging twice-linear parameterization is as follows: With a single dimension features
f as input, (a) we first adopt wavelet filter basis parameterization for the spectral filter, (b) then each wavelet filter basis is parameterized
by the Chebyshev polynomials. Finally, we obtain the features f̂ after convolution.

segmentation tasks.
On the other hand, point-based approaches typically fo-

cus on processing point cloud data. PointNet [7] is the first
successful point cloud neural network, which directly learns
features from point clouds. PointNet++ [8] then proposes a
multi-scale architecture to further enhance the network on
the tasks based on point clouds. DGCNN [9] dynamically
updates the graph structure between layers to better learn
semantic information of point sets. This method can ex-
tract local features of point clouds while maintaining vertex
permutation invariance. Many recent works [10,41–49] ex-
tend these traditional works by incorporating connectivity
information, dynamic filters, cycle consistency and equiv-
alent rigid transformations to further improve the perfor-
mance. Recently, some methods [5, 6, 50, 51] can produce
good learning effects on both mesh and point cloud. How-
ever, these methods are difficult to perform well on both
mesh and point cloud data while maintaining efficiency.

2.2. Graph Neural Networks

Recently, graph neural networks have progressed
rapidly, showing strong learning capabilities on irregular
graphs and different applications [52–54]. As both meshes
and point clouds can be easily converted into graph struc-
tures, graph neural networks have also been widely used
for processing 3D shapes. Spectral CNN [11] first per-
forms convolution operations on the graph spectral do-
main through the Fourier transform. ChebyGCN [12] ap-
proximate the spectral filter by Chebyshev polynomials
with k order, which avoids spectral decomposition and
speeds up the convolution process. GCN [55] further
simplifies the spectral filter to 1 order and proposes a
method for semi-supervised learning on graphs. Further-
more, GAT [56] combines a self-attention mechanism to
aggregate neighboring nodes, achieving adaptive learning
of different neighbor weights. SplineCNN [13] uses B-
Spline kernel functions to perform convolution. The net-
work achieves good performance, but due to the design of
pseudo-coordinates on the edges, it does not have the in-

variant property of rigid transformation. LGCL [57] pro-
poses a learnable graph convolution layer to perform regu-
lar convolution operations on graphs. ACSCNN [58] uses
anisotropic Chebyshev polynomial kernels to achieve good
performance on shape correspondence tasks. AMGCN [16]
proposes to learn features trained by U-Net [59] to perform
dense shape correspondence in an anisotropic (direction-
sensitive) and multi-scale manner.

In addition to the Fourier spectral domain, wavelets have
been used in various computer vision and machine learning
applications, which can also be applied to graph neural net-
works, known as graph wavelets [17]. GWNN [14] uses the
graph wavelet transform instead of the graph Fourier trans-
form to extract features from graph signals. However, this
method can only be used for graph structures with fixed dis-
cretization. To this end, MGCN [15] focuses on mesh struc-
ture and proposes a multi-scale graph convolutional net-
work to learn compact and informative descriptors, which
can maintain robustness to the change of mesh resolution
while improving the discriminative power of descriptors.
However, the method has low computational efficiency due
to the complex computation of eigendecomposition for con-
structing the graph wavelets, and its performance has not
been validated on point cloud data.

3. Method

3.1. Overview

Given a 3D shape represented by a mesh M = (V,E)
or a point cloud P , where V = {vi|i = 1, ..., N} and P =
{pi|i = 1, ...,M} are 3D coordinates and E = {ei,j |i, j =
1, ..., N} is the set of edges on the mesh, our goal is to
compute a feature f (vi) ∈ RD for any given vertex vi
by our proposed graph neural network. Subsequently, the
learned features can be processed using different frame-
works to achieve correspondence, segmentation, and clas-
sification tasks. In the following sections, we first intro-
duce the background of the graph neural network using one
linear parametrization in Sec. 3.2. Then we describe our
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proposed spectral filters using twice linear parametrization
in Sec. 3.3. Finally, we discussed the details of our graph
convolution layer and network architecture in Sec. 3.4.

3.2. Background

Graph neural networks are a type of neural network de-
signed to work with non-Euclidean data that can output the
node features. When the input feature is f ∈ RN , a new
feature f̂ ∈ RN can be calculated through graph convolu-
tion operation T∗f . The convolution in the time domain is
equal to the product in the frequency domain. The spectral
convolution on the graph can be defined as follows.

f̂ = T∗f = Φ
((
ΦTT

)
⊙
(
ΦT f

))
= Φwθ ΦT f (1)

where wθ represents the filter in the spectral domain, Φ is
the matrix of eigenvector. This process involves projecting
the graph signal f into the spectral domain as ΦT f , ap-
plying the filter wθ to its frequency components, and then
transforming the filtered signal back into the spatial domain
by multiplying it with Φ, producing the final output f̂ .

One fundamental work is ChebyGCN [12], which uses
one type of linear parametrization, the Chebyshev polyno-
mial parametrization, to fit spectral filters. Since the spec-
tral filter is represented by linear parametrization, the com-
putational complexity can be significantly reduced, which
has become the basis for many subsequent graph neural net-
works. In ChebyGCN, the spectral filter is expressed as fol-
lows.

wθ =

K−1∑
k=0

θkTk(Λ̃) (2)

where Tk is a k-order Chebyshev polynomial and can be
calculated using a recursive formula Tk(x) = 2 ∗ x ∗
Tk−1(x) − Tk−2(x), and Λ̃ = 2Λ

λmax
− IN , which is a scal-

ing matrix that scales the eigenvalue matrix Λ to a range of
[-1,1] for using Chebyshev polynomial, where λmax is the
maximum eigenvalue of Λ.

Due to linear parametrization, the eigenvalue matrix in
the spectral filter wθ can be combined with the eigenvector
matrix to obtain the Laplacian matrix L as in Eq. 1, which
avoids the computation of multiplying the eigenvalue ma-
trix and largely reduces the complexity. The output features
can be calculated as follows.

f̂ = ΦwθΦ
T f ≈

K−1∑
k=0

θkTk(L̃)f (3)

where L̃ = ΦΛ̃ΦT = 2L
λmax

− IN .

3.3. Fast Spectral Filter Using Twice Linear Parameteri-
zation

ChebyGCN [12] only uses a single linear parameteriza-
tion to obtain fast local spectral filters, but this also brings

Figure 3. Two examples of classic wavelet filter basis func-
tions: (a) Good example, (b) Bad example. We present the sum of
squares G(λ) (black curve), h(λ) (blue curve) and g(tkλ) (other
coloured curves). When G ≡ 1, the filter can better reconstruct
the given signal.

two issues. On the one hand, the receptive field of this
convolutional method is local, and obtaining higher perfor-
mance usually requires a larger receptive field. On the other
hand, the spatial receptive field of this k-order polynomial
filter is the k-ring neighborhood around the vertex, which
makes it vulnerable to the effects of mesh discretization or
point cloud sampling.

To this end, our idea is to use twice linear parametriza-
tion as shown in Fig. 2. Our spectral filter is first linearly
parameterized by the non-local wavelet filter basis function,
and then the wavelet filter basis function is further linearly
parameterized by the Chebyshev polynomial basis function.
Since the wavelet function on shapes is independent of dis-
cretization and sampling, the proposed spectral filter is ro-
bust to mesh discretization or point cloud sampling. We
further utilize Chebyshev polynomial to parameterize the
wavelet filter basis functions, which reduce the computa-
tional complexity of the wavelet. In this way, the obtained
spectral filter maintains the properties of fast processing,
large spatial receptive fields, and discretization robustness
at the same time. Next, we will first introduce the method
of linear parameterization of spectral filters using wavelet
filter basis functions, and then introduce the method of lin-
ear parameterization of wavelet filter basis functions using
Chebyshev polynomial basis functions.

Wavelet filter basis functions are a set of orthogonal
bases in the spectral domain. They are typically composed
of a scaling filter function h(λ), which captures the low-
frequency components, and a set of wavelet filter func-
tions {g(tkλ)}Kk=1 at different scales tk, which represent
the high-frequency components. Mexican hat functions are
classic wavelet filter basis functions, as shown in Fig. 3. A
good wavelet filter basis should satisfy the following con-
straint.

G(λ) = h2 (λ) +

K∑
k=1

g2 (tkλ) ≡ 1 (4)

For simplification, we define gtk (λj) to represent both
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Figure 4. Our spectral filter is parameterized by the wavelet filter
basis. We choose graph wavelet functions using five wavelet filters
with different scales on one vertex to represent the spatial convo-
lution. Compared with Chebyshev polynomial parameterization in
ChebyGCN [12], our proposed method can capture low-frequency
and high-frequency information simultaneously.

filter functions.

gtk (λ) =

{
h (λ) , if k = 0
g (tkλ) , if k > 0

(5)

The spectral filter wθ can be expressed on the wavelet
filter basis functions as follows.

wθ =

K∑
k=0

θkdiag
(
{gtk (λi)}

K
i=0

)
=

K∑
k=0

θkgtk (Λ) (6)

where λi is the ith eigenvalue of matrix Λ.
Given eigenvector matrix Φ, eigenvalue matrix Λ, and

the wavelet filter basis functions {gtk(λ)}
K
k=0, the graph

wavelet function ψtk,v with scale tk on vertex v can be de-
fined as follows [17].

ψtk,v =

N−1∑
i=0

gtk (λi)ϕi (v)ϕi (7)

where ϕi is the ith eigenvector of matrix Φ, and ϕi(v) is the
vth component of ϕi, representing the response of vertex v
at frequency λi.

The spectral convolution on the graph can then be de-
rived as follows.

f̂ = T∗f ≈
K∑

k=0

θkΨtkf (8)

where Ψtk is a wavelet matrix composed of graph wavelet
functions ψtk with all scales tk = 0...K.

Due to the multiscale nature of wavelet filter basis func-
tions, our proposed convolution can capture low-frequency
and high-frequency information on shape as shown in
Fig. 4. However, to calculate Φgtk (Λ)Φ

T , we need to ap-
ply eigendecomposition for the Laplacian matrix and obtain
the eigenvector matrix and eigenvalue matrix, which is very
time-consuming. To this end, we propose to use a second
linear parameterization to approximate the wavelet filter ba-
sis functions gtk to achieve a fast spectral filter.

We choose Chebyshev polynomial basis for the second
linear parameterization. The Chebyshev polynomials typi-
cally satisfy the following conditions. Given T0 = 1, T1=z,

z∈[−1, 1], Tm (z) can be generated by the recursive rela-
tions: Tm (z) = 2zTm−1 (z)−Tm−2 (z). Any function a(z)
can be parameterized by the Chebyshev polynomial basis in
an M-truncated form as follows.

a (z) =
1

2
c0 +

M−1∑
m=1

cmTm (z) (9)

The coefficients can be calculated in the Hilbert space of
Chebyshev polynomial basis:

cm =
2

π

∫ π

0

cos(mθ)g(cos(θ))dθ. (10)

For our case, we have the Laplacian matrix L, the max-
imum eigenvalue λmax, and λ ∈ [0, λmax]. We define
λ = λmax

2 and z can be expressed as: z = λ−λ
λ

∈ [−1, 1].
In this case, our wavelet filter basis gtn (λ) can be parame-
terized as follows.

gtk(λ) = gtk(λ(z + 1)) =
1

2
cm,0 +

M−1∑
m=1

ck,mTm(
λ− λ

λ
)

(11)
where ck,m is the coefficients for reconstructing our wavelet
filter basis.

ck,m =
2

π

∫ π

0

cos(mθ)gtk((λ(cos(θ) + 1)))dθ (12)

In this way, given the form of the wavelet basis func-
tion, i.e., the Mexican hat function, we further utilize the
Chebyshev polynomials to parameterize the wavelet filter
basis functions.

We denote a shifted Chebyshev polynomials Tm(λ) =

Tm(λ−λ
λ

), then the shifted recurrence relation is changed
as follows.

Tm (λ) =
2

λ
(λ− 1)

(
Tm−1 (λ)

)
− Tm−2 (λ) (13)

We first substitute the second linear parameterization
(Eq. 11) into the first linear parameterization (Eq. 6):

wθ =

K∑
k=0

θkgtk (Λ) =

K∑
k=0

θk

(
1

2
cm,0 +

M−1∑
m=1

ck,mTm(Λ)

)
,

(14)
then we substitute Eq. 14 into the spectral convolution

formula (Eq. 1) and obtain our spectral convolution equa-
tion as follows.

f̂ = Φwθ ΦT f =

K∑
k=0

θk

(
1

2
cm,0 +

M−1∑
m=1

ck,mTm(L)

)
f (15)

where L can be computed using the cotangent Laplacian
matrix on mesh or intrinsic Laplacian on point clouds [60].

For fast computing, we combine the shifted Chebyshev
polynomials and the input feature in the recursive computa-
tion as follows.

Tm (L) f =
2

λ
(L− I)

(
Tm−1 (L) f

)
−Tm−2 (L) f (16)
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Figure 5. The illustration of the robustness of discretization. From
left to right are four different cases of discretization. With the
change of discretization, the receptive fields of the wavelet func-
tions parameterized by the Chebyshev polynomial basis are sim-
ilar, which indicates that our method can maintain robustness to
discretization while improving the inference speed of graph con-
volution.

The use of twice linear parameterization in spectral fil-
ters enables acceleration of computation while maintain-
ing robustness to discretization or sampling. Furthermore,
the performance gains of L2-GNN stem from the princi-
pled synergy of spectral localization and multi-scale fea-
ture learning. Specifically, our architecture incorporates
Chebyshev polynomial-based wavelet approximation from
ChebyGCN [12], while integrating the multi-scale convolu-
tion paradigm from MGCN [15]. As shown in Fig. 5 our
filters achieve the same receptive field in four different dis-
cretizations. This is a property that ChebyGCN’s spectral
filters with one linear parameterization lack.

3.4. Graph Convolution Layer and Network Architecture

To avoid unnecessary calculation, we uniformly sample
wavelet scales for each graph convolutional layer. Consid-
ering high-dimensional input feature F ∈ RN×C and fea-
ture dimension transformations, we propose the following
L2-GCONV layer as follows.

F̂ = Norm

ELU

∑
k∈Sk

(
1

2
cm,0 +

M−1∑
m=1

ck,mTm(L)

)
F Θk


(17)

where Θk ∈ RC×D is the parameter to be learned, F̂ ∈
RN×D is the output feature, and M is set to 50.

We use the proposed convolutional layer L2-GCONV to
construct our L2-GNN. In addition to the first layer, we
use five L2-GCONV layers with 128-dimensional input and
output features, followed by a multilayer perceptron with 96
output dimensions. We use an activation function ELU for
each layer, which has been normalized by the batch norm
layer. In addition, we choose 16 wavelet scales in our con-
volutional layer, which is discussed in Sec. 4.4. We use the
cross-entropy loss as our training loss function for corre-
spondence, classification, and segmentation tasks.

3.5. Discussion

SpectralCNN employs convolution operations in the
graph frequency domain, however, it compromises the

Table 1. Quantitative comparison results of shape correspondence
on FAUST dataset. We show the average geodesic error ×100,
which are computed on all test pairs of 20 × 19 shapes with differ-
ent resolutions. The best result of each measurement is marked in
bold font.

Method Input Object Resolution
7k 8k 15k

SplineCNN [13] 1 Mesh 27.21 59.01 51.71
ACSCNN [58] 1 Mesh 0.06 58.87 53.06

FC [5] XYZ Mesh 1.80 53.41 50.04
DiffusionNet [6] XYZ Mesh 2.18 6.42 7.28

Multimodal-DFM [51] XYZ Mesh 0.51 0.68 0.70
DiffusionNet [6] WEDS Mesh 1.79 6.33 12.42
ChebyGCN [12] WEDS Mesh 10.88 53.62 57.12

MGCN [15] WEDS Mesh 1.14 2.13 6.29
L2-GNN WEDS Mesh 0.06 0.12 0.29

Table 2. Quantitative comparison results of time performance
where we perform the dense correspondence on the FAUST
dataset. The pre-training and training times are the running times
on the CPU and GPU with default parameters for each method, re-
spectively. Only methods that demonstrate robustness to different
resolutions are tested.

Method Pre-processing(s) Training(s) Total(s)
DiffusionNet [6] 657.15 2257.67 2914.82

MGCN [15] 3268.19 12213.25 15481.44
Multimodal-DFM [51] 1387.47 3713.33 5100.80

L2-GNN 192.37 2095.13 2287.50

preservation of local features and incurs significant com-
putational complexity. While ChebyGCN achieves faster
convolution by parameterizing spectral filters with Cheby-
shev polynomials, it lacks robustness across different mesh
discretizations. SplineCNN also maintains impressive train-
ing efficiency but its robustness diminishes when subjected
to changes in resolution. ACSCNN applies anisotropic
Chebyshev polynomial kernels, delivering strong perfor-
mance in shape correspondence tasks. FC presents a sur-
face convolution operator that enables robust and descrip-
tive convolutions on surfaces. Nevertheless, neither of
them maintains robustness when applied to varying reso-
lutions. The central issue with graph convolution methods
lies in developing filter representation that remain robust
across different discretizations. We also focus on achiev-
ing high accuracy and maintaining low computational com-
plexity. MGCN leads to high computational demands and
low speed, although it maintains robustness when dealing
with different resolutions. DiffusionNet is fast and robust to
variant resolutions, but its accuracy needs to be improved.
At the same time, multimodal-DFM boosts accuracy and
maintains robustness to resolution changes. However, mul-
timodal information negatively impacts processing speed.
In conclusion, a reliable network that effectively balances
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high accuracy, robustness to resolution and low computa-
tional complexity has yet to be developed.

In our network, we incorporate twice linear parameteri-
zation to approximate the spectral filter, effectively balanc-
ing performance, robustness to variant resolutions, and ef-
ficiency. First, the wavelet filter basis functions serve as
the foundation of the first linear parameterization, boosting
information aggregation by increasing the receptive field
without sacrificing locality while providing robustness to
variations in mesh discretization and point cloud sampling.
Second, with the Chebyshev polynomial basis functions
from the second parameterization, we can significantly re-
duce convolutional complexity. Since we are fitting the
wavelet function using the polynomials, the robustness is
maintained. To sum up, L2-GNN provides a fresh solution
for 3D deep learning challenges (accuracy, robustness to
variant resolutions, and computation complexity), excelling
in handling both meshes and point clouds and achieving
high performance in tasks like shape correspondence, clas-
sification, and segmentation.

4. Experimental Results

In this section, our L2-GNN blocks provide a plug-
and-play framework for different 3D discretization data
(mesh and point clouds) and tasks (correspondence, clas-
sification, and segmentation). Therefore, we first describe
the implementation details of the experiments for different
tasks. Then, we provide quantitative and visual compar-
isons with state-of-the-art methods. Finally, we perform
ablation experiments to validate the effectiveness of our L2-
GNN blocks. Our results are obtained using a Core (TM)
i9-10900 CPU and a RAM16.0 GB computer. Offline train-
ing is conducted on NVIDIA GeForce GTX RTX (24GB
memory) GPU.

Table 3. Quantitative comparison results of the mesh classification
on SHREC11 dataset.

Method Input Object Accuracy
MeshCNN [3] XYZ Mesh 97.50%

Laplacian2Mesh [40] 39D Mesh 99.50%
FC [5] XYZ Mesh 96.67%

DiffusionNet [6] XYZ Mesh 99.60%
DiffusionNet [6] WEDS Mesh 99.50%
ChebyGCN [12] WEDS Mesh 92.33%

MGCN [15] WEDS Mesh 99.25%
L2-GNN WEDS Mesh 99.67%

4.1. Implementation Details

In this chapter, we describe in detail the experimental
procedures and datasets used in the study. To illustrate

Table 4. Quantitative comparison results of the part segmentation
on the SHAPESEG part dataset. The accuracy calculation is based
on ”hard” ground-truth labels.

Method Input Object Accuracy
MeshCNN [3] XYZ Mesh 89.65%

Laplacian2Mesh [40] 39D Mesh 88.57%
FC [5] XYZ Mesh 91.43%

DiffusionNet [6] XYZ Mesh 91.21%
DiffusionNet [6] WEDS Mesh 90.17%
ChebyGCN [12] WEDS Mesh 84.33%

MGCN [15] WEDS Mesh 89.25%
L2-GNN WEDS Mesh 91.55%

the hyperparameter configurations in the various experi-
ments, we provide settings for two specific datasets. For
the FAUST [61] dataset, we set the learning rate for soft-
max and hard loss to 0.0005, with weight decay values of
1e-4 and 5e-5 for softmax and hard loss, respectively. In
contrast, for the SHREC11 [62] dataset, we used a slightly
higher learning rate of 0.01 for softmax, while the learning
rate for hard loss remained at 0.0005. The weight decay
values for both softmax and hard loss were kept the same at
1e-4 and 5e-5, respectively.

4.1.1 Correspondence

FAUST [61] dataset consists of 100 watertight meshes, in-
cluding 10 different poses for 10 different subjects with
ground-truth corresponding tags. Meanwhile, we use the
80 shapes of the 7k mesh dataset for training and select the
last 20 shapes on the 7k, 8k, and 15k resolutions to test the
performance. Furthermore, we utilize the nearest neighbor
search with the L2 distance in the feature space to find the
corresponding point in the test pair of source-target shapes.
Finally, we use the average geodesic error of all test shapes
to measure the correspondence performance.

4.1.2 Classification

SHREC-11 [62] dataset has 30 categories which have 20
shapes. Similar to other competitors, we only select 10
samples per class for training and the results are the aver-
age accuracy of the last 10 epochs of the experiment.

4.1.3 Segmentation

SHAPESEG [63] part dataset contains 381 training shapes
from SCAPE [64], FAUST [61], MIT [65], Adobe Fuse
[66], and 18 test shapes from SHREC07 [67]. For this task,
each point in the 3D shape is classified into one of several
predefined component category labels, and the human body
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Source

N=7K

N=8K

N=15K

MGCN FC DiffusionNet Ours

Figure 6. For a selected model, we visualize the feature map ex-
tracted by different methods on different resolutions, and the N is
the number of vertices. The color distribution closer to the Source
means a better correspondence result.

is segmented into 8 parts. Finally, we follow the official
train/validation/test split scheme of SHAPESEG for our ex-
periments and use the average accuracy (ACC) to evaluate
our segmentation performance.

On the other hand, we choose the Shapenet part dataset
for the part segmentation task of point clouds. This dataset
contains 16 object categories and we selected 6 of them for
the experiment. Furthermore, we followed the official train-
ing/validation/testing split scheme of the Shapenet dataset
[68]

4.2. Mesh

4.2.1 Mesh Correspondence

We first apply our L2-GNN network to the Faust dataset
to evaluate the learning performance of shapes correspon-
dence.

For a more intuitive display of the mesh correspon-
dence, we first visualize the correspondence result of FC,
MGCN, DiffusionNet, and ours through color transmission,
as shown in Fig. 6. Each method has satisfactory results on
7k data since we train them on this resolution. Furthermore,
our result is the most consistent with different resolutions
when testing on 8k and 15k data, while other methods have
clear errors.

Table 1 reports the quantitative comparison results of
mesh correspondence on the FAUST dataset. Compared
with the SOTA methods, our L2-GNN achieves the best
results of the average geodesic error among different res-
olutions (7k, 8k, and 15k). Among them, ChebyGCN em-
ploys one linear parameterization approach, where its con-
volution operation is closely tied to data discretization and
resolution, which limits its robustness. Furthermore, our re-
sults have the smallest error between different resolutions
compared to other methods, which is a clear advantage and
demonstrates our excellent generalization for the various

Table 5. Quantitative comparison results of point cloud correspon-
dence on FAUST dataset. The calculation of average geodesic er-
ror is the same as shape correspondence.

Method Input Object Resolution
7k 8k 15k

SplineCNN [13] 1 PointCloud 31.65 53.28 56.94
ChebyGCN [12] WEDS PointCloud 21.88 49.37 55.32
ACSCNN [58] 1 PointCloud 5.83 44.26 45.71

FC [5] XYZ PointCloud 9.78 57.51 55.44
DiffusionNet [6] XYZ PointCloud 4.17 11.59 15.01

Multimodal-DFM [51] XYZ PointCloud 0.51 0.73 0.76
DiffusionNet [6] WEDS PointCloud 5.89 10.56 16.89

MGCN [15] WEDS PointCloud 11.34 15.27 16.61
L2-GNN WEDS PointCloud 0.06 0.14 0.31

degrees of discrete 3D data.
Finally, we compare the time consumption of the corre-

sponding task with the SOTA methods robust to varying res-
olutions on the FAUST dataset. Generally, a GCN network
can be divided into data processing and training. Therefore,
we count the pre-training, training, and total time separately
in Table 2.

We can observe that the pre-processing time of FC is
large because the method needs to calculate geodesic dis-
tances. DiffusionNet is a good competitor in terms of time.
Their pre-processing time is higher than ours due to the
calculation of eigenvector matrices and eigenvalues ma-
trices. Multimodal-DFM ranks as the second most time-
consuming method, primarily due to its incorporation of
multimodal data. Furthermore, MGCN is the most time-
consuming since its complex computation for eigenvector
and eigenvalues in pre-processing and the wavelet matrix
multiplication for each epoch in training. Our method re-
quires only a brief pre-computation step, which is more
efficient and does not significantly impact overall perfor-
mance. As a result, our method is significantly faster than
other methods due to our efficient spectral filter.

4.2.2 Mesh Classification

Here, we conduct mesh classification comparison on
SHREC-11 [62] dataset as shown in Table 3. Due to the
small scale of the classification task, we first randomly se-
lect 8 out of 32 scales for filters and utilize two L2-GNNOV
layers to construct our classification network. Then we train
60 epochs and converge quickly at 30 epochs. Nonetheless,
our L2-GNN achieves competitive results compared to the
current SOTA networks (such as MeshCNN, FC, Diffusion-
Net, etc.).

4.2.3 Mesh Segmentation

Finally, we extended our L2-GNN model to the part seg-
mentation task on the SHAPESEG [63] dataset. Different
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Table 6. Quantitative comparison results of the point cloud classi-
fication on SHREC11 dataset.

Method Input Object Accuracy
PointNet++ [8] XYZ PointCloud 90.25%

DGCNN [9] XYZ PointCloud 95.67%
Pointnext [10] XYZ PointCloud 99.25%

DiffusionNet [6] XYZ PointCloud 99.67%
DiffusionNet [6] WEDS PointCloud 99.25%
ChebyGCN [12] WEDS PointCloud 90.12%

MGCN [15] WEDS PointCloud 96.25%
L2-GNN WEDS PointCloud 99.67%

Table 7. Quantitative comparison results of the part segmentation
on the ShapeNet part dataset. We show averaged accuracy in %
and select six representative objects to compare with five different
network structures.

Earphone Pistol Table Car Guitar Skateboard Average
#Shapes 55 239 4423 740 628 121

PointNet++ [8] 80.63 70.24 79.21 72.71 74.52 85.88 77.20
DGCNN [9] 87.20 91.86 88.15 89.25 95.20 94.22 90.98

Pointnext [10] 87.68 92.02 87.28 90.24 94.24 94.95 91.07
DiffusionNet-XYZ [6] 86.50 91.45 88.55 87.59 92.56 92.55 89.87

DiffusionNet-WEDS [6] 86.55 91.95 87.65 90.10 93.38 91.79 90.23
ChebyGCN [12] 80.23 85.67 80.17 87.19 79.25 88.35 84.46

MGCN [15] 82.23 89.52 87.01 85.25 85.16 90.26 86.57
L2-GNN 88.20 92.78 87.26 90.75 94.12 94.64 91.29

from the classification structure, we randomly select 16 fil-
ters in 32 different scales and use two FMGCONV layers
after a two-layer MLP. After that, we use two shared full-
connection layers (64, 64) to transform the features. Table 4
reports the evaluation results compared to Laplacian2Mesh,
DiffusionNet, and other methods. We also achieve SOTA
segmentation results and a 2.3% improvement over our
baseline MGCN while maintaining fast training. Further-
more, we visualize the human segmentation results of FC,
MGCN, DiffusionNet, and ours, as shown in Fig. 7. Our
method achieves the most satisfactory segmentation results,
such as the thigh in various human poses.

4.3. Point Cloud

4.3.1 Point Cloud Correspondence

For the correspondence task of the point cloud, we only use
the coordinate information in the FAUST dataset and cal-
culate the Laplacian matrix by the existing robust-laplacian
function. Meanwhile, we also use the comparison methods
in mesh correspondence for point clouds. Table 5 reports
the overall comparison results. Our network also achieves
state-of-the-art results at different resolutions of the point
cloud.

FC Ours GTMGCNDiffusionNet

Figure 7. Visualization comparisons of mesh segmentation on hu-
man between our method and state-of-the-art methods.

4.3.2 Point Cloud Classification

Similarly, we use the coordinate information of the
SHREC11 dataset for the point cloud classification. We fur-
ther select some point cloud classification methods such as
PointNet++, DGCNN, and Pointnext to expand the com-
parison. The comparison results are shown in the Table
6. Our L2-GNN achieves competitive classification results,
which are consistent with the mesh classification and fur-
ther demonstrate the performance of our network in han-
dling different types of 3D data. In addition, SHREC11 has
some sharp shapes and few points, which leads to the fail-
ure of generating the Laplacian matrix on the point cloud
data. Therefore, we increase the n-neighbors parameter of
the intrinsic Laplacian function. From the result, we can ob-
serve our L2-GNN and DiffusionNet achieve the best per-
formance in the task point cloud classification.

4.3.3 Point Cloud Segmentation

Here, we conduct the point cloud segmentation on the
Shapenet part dataset while our network structure is simi-
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Table 8. Ablation experiment of the filter numbers on the network
model of the corresponding task.

K 24 16 8 4

MGCN error 0.923 1.146 1.379 2.425
timer(s) 22168.13 15481.44 8975.34 6060.17

L2-GNN error 0.052 0.061 0.271 1.178
timer(s) 2645.53 2287.50 1927.48 1650.49

lar to our mesh segmentation structure. Then, we compared
different point cloud segmentation methods, and Table 7 re-
ports the quantitative results. We achieve SOTA results in
some shapes, achieved competitive in others, and attained
the best outcomes in terms of average accuracy. Further-
more, we visualized some point cloud segmentation results
as shown in Fig. 8 while our results are closer to GT, espe-
cially in some details.

4.4. Ablation Study

We introduce a novel method for approximating spectral
filters through a twice-linear parameterization approach.
We first parameterize the spectral filters using wavelet filter
basis functions, and then further parameterize these wavelet
basis functions using Chebyshev polynomial basis func-
tions. If the first parameterization is omitted, our ablation
study compares the approach with spectral methods like
ChebyGCN [12]. On the other hand, if the second param-
eterization is omitted, the comparison in the ablation study
is made with MGCN [15].In the experimental section, we
provide comparisons that help validate the contribution of
each component to the overall performance of L2-GNN.

We conducted the following three ablation experiments
to demonstrate the robustness of our method. First, we se-
lect multiple wavelet filters with different scales to capture
low-frequency and high-frequency features for comparison
with MGCN. Then, we added two additional levels of noise
to the dataset to compare with other methods. Moreover, we
compare the performance results of multiple methods on the
inputs of WEDS and XYZ. Finally, we further explored the
learnable coefficients for the basis functions.

Filter numbers. We conduct an ablation experiment of
the filter numbers on our correspondence network model.
Meanwhile, MGCN is the baseline of our network and we
choose it for performance reference.

As shown in Table 4.3.2, we select four different num-
bers of filters from 32 scales for training to compare their
training time and performance on the FAUST dataset. We
can observe that the performance of our L2-GNN and
MGCN improves with the K increases. However, the train-
ing time of MGCN grows squarely with K increasing,
since their additional calculation of multiple wavelet filter
wavelet basis on each shape. Meanwhile, the training time
of our L2-GNN increases linearly with K due to the twice

Pistol

GT

Skateboard Car

PointNet++

Ours

DGCNN

DiffusionNet

MGCN

Figure 8. Visualization comparisons of point cloud segmentation
on diverse objects between our method and state-of-the-art meth-
ods.

Table 9. Ablation experiment of different noise data on the net-
work model of the corresponding task. Each method are employed
with optimal configurations.

Method No-noise 0.2% 0.3%
SplineCNN [13] 27.21 28.33 28.46
ACSCNN [58] 0.06 2.98 3.40

FC [5] 1.80 1.45 2.56
Diffusionnet [6] 2.18 3.25 5.43
ChebyGCN [12] 10.88 14.57 13.48

MGCN [15] 1.14 3.45 4.27
L2-GNN 0.06 0.45 0.83

Table 10. Ablation experiment of different input features on the
network model of the corresponding task

Method WEDS XYZ
Diffusionnet [6] 1.79 2.18
ChebyGCN [12] 10.62 10.88

MGCN [15] 1.14 3.25
L2-GNN 0.06 0,09

linear parameterization. Finally, we select K=16 as the de-
fault filter number in our L2-GNN to achieve the balance
between performance and training time.

Noise Data. Furthermore, we introduce random Gaus-
sian noise to the mesh vertices for the 7K mesh correspon-
dence task. Specifically, we add noise with a standard devi-
ation of 0.2% and 0.3% of the length of the bounding box
diagonal. As demonstrated in Table 9, our L2-GNN consis-
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tently outperforms state-of-the-art (SOTA) methods, further
validating the robustness of our proposed L2-GNN. The re-
sults show that our model is not only effective in handling
clean data but also showcases its superiority in maintaining
high performance even in the presence of noise.

Different Input. Moreover, we chose to compare the ef-
fects of inputting XYZ and WEDS on the mesh dataset. For
mesh, in addition to the vertex coordinate information, the
connectivity information within the mesh is crucial. WEDS
incorporates not only the coordinate information P but also
the connectivity information. As shown in Table 10, in the
case of a mesh, using WEDS as input yields better results
compared to directly inputting vertex coordinate informa-
tion. Therefore, for mesh data, we chose to use WEDS as
the input. It is worth noting that even when using coordinate
information as input, our method still outperforms other ap-
proaches.

5. Conclusions

In this paper, we propose the L2-GNN, which uses
twice linear parameterization to approximate the spectral
filter of the graph neural network. We achieve both perfor-
mance and discretization robustness goals simultaneously
through the following two aspects. On the one hand, we use
wavelet filter basis functions to parameterize the spectral fil-
ter, which allows the network to capture both low-frequency
and high-frequency information thus further improving its
performance. On the other hand, we use the Chebyshev
polynomial basis functions to parameterize the wavelet fil-
ter basis functions, which reduces the computational com-
plexity of graph convolution while maintaining the robust-
ness of different discretizations and samplings. Our L2-
GNN exhibits strong adaptability to both meshes and point
clouds and demonstrates impressive performance on tasks
such as shape correspondence, classification, and segmen-
tation. One limitation of our method is that it still requires
pre-computing the coefficients for approximating wavelet
filter basis functions with Chebyshev basis functions. We
consider exploring alternative basis functions in the spec-
tral domain that may offer improved performance compared
to the current wavelet filter basis functions. One promis-
ing way is using learnable basis functions, which have the
potential to capture complex relationships within the data.
Although initial attempts to replace wavelet basis functions
with learnable ones did not yield satisfactory results in the
supplemental materials, further research is needed to bet-
ter understand the challenges and opportunities of this ap-
proach.
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