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Abstract

Detecting small objects in UAV imagery is a challeng-
ing and crucial task in computer vision. Most current
methods struggle to tackle the challenges of the small
object: fine-grained feature mining, multiple-layer fea-
ture fusion, and a mismatch in scale between anchors
and feature maps. To alleviate the aforementioned is-
sues, we present the FGHDet, focusing on delving into
fine-grained features in low-level features with a head
selection mechanism. Firstly, our approach introduces
a Detail-preserving Semantic Information Enhancement
Module to retain fine-grained information while exca-
vating coarse-grained semantic details relevant to fine-
grained information. Then, we devise a Coarse-to-
fine Feature Guidance Module that leverages coarse-
grained semantic information and fine-grained informa-
tion to co-guide feature enhancement, further improv-
ing the model’s classification ability. Finally, we intro-
duce a multi-scale detection strategy based on anchor-
head matching, ensuring scale-level matching between
anchors and feature maps to prevent over-fitting due to
overly fine anchor divisions. Extensive experiments on
VisDrone, CARPK, and Drone-vs-Bird datasets demon-
strate the effectiveness of FGHDet. It achieves notable
mAP improvements (IoU range [0.5:0.95]) of 4.9, 4.1,
and 2.2, respectively, showcasing strong competitiveness
against state-of-the-art methods. The code is available
at https://github.com/b-yanchao/UAVDetection.git.

Keywords: Drone-view image, Fine-grained informa-
tion extraction, Learning fine-grained semantics, Anchor-
head based scale-level matching.

Figure 1. Our main motivation. (a) illustrates the imbalanced dis-
tribution (long-tailed) of UAV objects, predominantly consisting
of small-size objects, emphasizing the importance of mining fine-
grained features. (b) demonstrates the mismatch between anchors
and detection heads in YOLOv7, making object regression chal-
lenging. (c) showcases the issue of over-fitting caused by exces-
sively fine-grained anchor partitioning, due to adjacent detection
heads learning highly similar features. (d) Our solutions.

1. Introduction

Unmanned aerial vehicles (UAVs) object detection plays
an important role in a wide range of scenarios, such as in-
frared wildlife detection [9], autonomous driving, and intel-
ligent surveillance [19]. The pervasive small size of UAV
objects makes it difficult to acquire sufficiently effective
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features, resulting in a large performance gap between small
and normal-scale objects [41] (Fig. 1 (a, b)).

Recent advancements in boosting the performance of
small object detection can be summarized as context-
based [16], generative-based [23], and multi-scale-
based [53] categories.

Firstly, the context-based methods exploit enhancing the
exploration of interactions or context among small objects,
effectively complementing the restricted feature informa-
tion provided by these small objects [16]. The generative-
based strategies involve the generation of high-resolution
images from low-resolution counterparts with GAN [23].
While these methods enhance the efficacy of small object
detection, they come with a considerable associated cost.
Not all objects inherently possess easily learnable contex-
tual information or recoverable fine-grained information.
For multi-scale-based ones, an advanced method known as
the Feature Pyramid Network (FPN) [24] has been pro-
posed for constructing a feature pyramid by integrating
multi-scale feature maps from diverse convolutional layers.
This innovative approach adeptly exploits unique receptive
field features across various layers, resulting in a notable
improvement in small object detection performance. This
study focuses on the third strategy.

As depicted in Fig. 1 (c), applying the multi-scale
strategy on UAV images directly presents two challenges:
Firstly, in the feature extraction stage, extensive down-
sampling operations are carried out to capture semantic in-
formation with large receptive fields [8]. Due to the nature
of small and densely distributed objects in UAV imagery,
this strategy frequently results in the loss of a significant
amount of fine-grained details. Secondly, the performance
of existing detection models heavily relies on anchor de-
sign. But this manually designed anchor with a fixed value
can not adapt to both small and regular-sized object detec-
tion well [38]. To address this issue, a common approach
involves introducing tiny detection heads. This method is
subject to too fine a division of the anchor, which can lead
to multiple detection heads learning redundant features, re-
sulting in over-fitting [24]. Therefore, enhancing small ob-
ject detection by utilizing fine-grained features and mitigat-
ing the effects of mismatches between anchors and feature
maps remains a significant challenge.

In this study, we present a novel plug-and-play method,
FGHDet, as a straightforward yet effective solution to ad-
dress the previously mentioned challenges under UAV sce-
narios. We explore a novel paradigm to comprehensively
boost UAV object detection from learning semantic in-
formation related to fine-grained information [47] and
anchor-head alignment views. Specifically, we devise
the Detail-preserving Semantic Information Enhancement
Module (DSIEM) that utilizes modified dilated convolu-
tions to obtain high-resolution feature maps with substan-

tial semantic information and a large receptive field. Com-
pared with the ASPP module [2], the DSIEM module mit-
igates the fusion conflict caused by the poor correlation
between different receptive fields of semantic information
and fine-grained information by learning semantic informa-
tion related to fine-grained information on low-level fea-
ture map. Additionally, the DSIEM module effectively
solves the problem of loss of fine-grained information that
may occur in the process of small-object feature extraction.
We have considered incorporating rich semantic informa-
tion to enhance classification capabilities [27]. To this end,
we introduce the Coarse-to-fine Feature Guidance Mod-
ule (CFGM). This module leverages both enhanced fine-
grained and acquired coarse-grained features to co-guide
the mid-level features to be enhanced from coarse to fine.
This approach aims to bolster the model’s detection per-
formance across various object scales, especially medium-
scale objects.

In multi-scale-based detection methods, objects at differ-
ent scales require distinct-scale prediction heads. Ensuring
the proper alignment between anchors and their correspond-
ing detection heads becomes essential. To facilitate the ac-
curate learning of features for objects at various scales, it
is necessary to appropriately match the scope of anchors
with their corresponding detection heads. Building on this
observation, we propose a multi-scale detection method
grounded in anchor-head matching (Fig. 1 (d)). This ap-
proach involves selecting the optimal detection heads based
on the anchor scopes determined through the K-means
clustering algorithm [41]. This ensures that the anchor
operates effectively on the feature map at an appropriate
scale, mitigating potential over-fitting issues due to exces-
sively fine anchor partitioning (Fig. 1 (c)). In this way, our
FGHDet achieves scale-level alignment of anchors with the
feature maps, avoiding the over-fitting problem that occurs
when the anchors are divided too finely and improving the
accuracy of multi-scale detection.

We evaluated our FGHDet on the VisDrone [6],
CARPK [12], and Drone-vs-Bird [3] datasets, achieving
mAP (IoU range [0.5:0.95]) improvements of 4.9%, 4.1%,
and 2.2%. In summary, we make three main contributions:

• We introduce a Detail-preserving Semantic Informa-
tion Enhancement Module (DSIEM) designed to learn
semantic information associated with fine-grained in-
formation. This module enhances the expressive abil-
ity of low-level feature map for small objects and con-
sequently improves their recall.

• We have designed a Coarse-to-fine Feature Guidance
Module (CFGM) that enhances the semantic informa-
tion within the mid-level feature map through the co-
guidance of both coarse-grained and fine-grained fea-
tures. This module further improves the model’s clas-



sification performance and enhance its robustness to
objects at various scales.

• We propose an anchor-head matching mechanism that
selectively adds or removes corresponding heads based
on anchors obtained through clustering. To the best of
our knowledge, this marks the first instance in which
such a mechanism has been proposed. This mech-
anism enables scale-level matching between anchors
and feature maps, mitigating the over-fitting problem.

2. Related Work

2.1. Unmanned Aerial Vehicle Object Detection

Detecting objects in unmanned aerial vehicle (UAV) im-
agery poses a highly challenging and crucial task in the
application of computer vision [51]. Existing models en-
counter challenges in extracting adequate effective features
due to the limited and densely distributed features, leading
to sub-optimal performance [35]. In recent years, substan-
tial advancements have been achieved in employing deep
learning approaches for small object detection, addressing
the associated challenges. Current strategies utilized for en-
hancing small object detection in UAV scenarios encom-
pass data augmentation techniques [4, 41, 34], which in-
volve operations such as direct duplication, pasting, or scal-
ing to augment the number of small object samples. Be-
sides, multi-scale feature fusion methods [10] effectively
integrate deep and shallow features to improve detection ca-
pabilities. Contextual information learning strategies [5] ef-
ficiently leverage relationships among the environment, ob-
jects, or among objects to facilitate object and scene recog-
nition. Super-resolution techniques [23] directly generate
high-resolution images with detailed information. Further-
more, alternative methods [30, 43] encompass refinements
in loss functions and attention mechanisms. These meth-
ods employ various strategies to effectively utilize the fine-
grained information and semantic information of small ob-
jects, enhancing UAV object detection performance.

3. Multi-scale Object Detection Strategy

As an important solution to handle object scale variation,
a multi-scale object detection strategy considering high-
level features generally encompasses more semantic infor-
mation and larger receptive fields, well-suited for detecting
large objects. In contrast, low-level features contain finer
details and are more conducive to detecting small objects.

Traditional computer vision approaches often analyze
and process images by extracting features at a single scale.
However, this approach tends to exhibit limitations in de-
tecting objects of different sizes or scenes with diverse pro-
portions. To address this, researchers have devised fea-
ture pyramids that encompass various scales [24, 7]. By

integrating feature maps from different levels, these pyra-
mids leverage the semantic information inherent in each
scale, overcoming the constraints associated with using a
single-scale feature. This enhancement significantly im-
proves the detection performance, particularly for small ob-
jects. However, there is a lack of fusion between high-
level and low-level features in this procedure. To ad-
dress this, PAFPN [28] extends FPN by incorporating a
bottom-up pathway, enabling the retrieval of fine details
in low-level features by high-level features. Considering
that different input features typically contribute unequally
to output features at different resolutions, BiFPN [37] in-
troduces a weighted bidirectional feature pyramid network,
achieving a simple and efficient multi-scale feature fusion.
RaFPN [53] calculates the similarity between pixels situ-
ated on cross-scale features to establish the relationships
among objects, preventing the dilution of relational features
contained in non-adjacent layers.

Despite enhancing low-level features through feature fu-
sion, the limitations stemming from inconsistent gradient
computations across different layers hinder the full ex-
ploitation of shallow layers in FPN for detecting tiny ob-
jects. To address this, SSPNet [11] leverages relation-
ships between adjacent layers to facilitate appropriate fea-
ture sharing between deep and shallow layers. This ap-
proach mitigates the inconsistency in gradient calculations
between different layers and has demonstrated significant
improvements in small object detection. In contrast to the
aforementioned approach, our method processes low-level
features, learning semantic features relevant to fine-grained
characteristics. By enhancing the correlation between fine-
grained information and semantic information with large re-
ceptive fields, our approach strengthens the expressive capa-
bility of low-level features for small object representation.

4. Method

Figure 2 shows the overview of the proposed method.
The image is first fed into the backbone to generate a se-
ries of feature maps of different resolutions. Then, we uti-
lize the DSIEM to learn semantic information relevant to
fine-grained details, thereby enhancing the expressive ca-
pability of low-level feature map for small objects. After
that, the CFGM enhances mid-level features progressively
from coarse to fine under the co-guidance of coarse-grained
features and fine-grained features, aiming to robustly detect
objects at different scales. Finally, by retaining matched
detection heads to achieve scale-matching between anchors
and feature maps, we can avoid over-fitting and improve the
detection performance of UAV objects.

The details of the aforementioned components are elab-
orated in sections §4.1, §4.2, and §4.3.



Figure 2. The whole architecture of the proposed FGHDet. Deliver the image to the backbone to produce a series of feature maps of
different resolutions. In the DSIEM module, learning semantic information relevant to fine-grained information from F2 enhances the
expression capability of low-level features for small objects. After that, the CFGM module uses P5 and P3 to co-guide the mid-level
feature map, enhancing semantic features from coarse to fine to robustly detect objects at different scales. Finally, retaining matched
detection heads to achieve scale-matching between anchors and feature maps improves the accuracy of UAV object detection.

4.1. Detail-preserving Semantic Information Enhance-
ment Module

Existing multi-scale methods employ extensive down-
sampling operations during feature extraction to acquire a
larger receptive field of semantic information [24]. How-
ever, this operation tends to lose a substantial amount of
fine-grained information and even reduce the object to a
singular pixel which harms small object detection. To al-
leviate this issue, we propose a Detail-preserving Semantic
Information Enhancement Module (DSIEM). The whole ar-
chitecture of the DSIEM module is illustrated in Figure 2.

Specifically, the DSIEM initially calculates dilation rates
for dilated convolutions by considering the receptive fields
of high-level features. The input image is subjected to
down-sampling through successive convolutions with a 3
× 3 kernel and a stride of 2, progressively halving the fea-
ture map sizes. This process yields feature maps at levels
designated as F1, F2, F3, F4, and F5. Each of these levels
corresponds to receptive field sizes of 3 × 3, 5 × 5, 7 × 7,
9 × 9, and 11 × 11, respectively. Typically, the F1 feature
map is not employed (see Fig. 2).

To learn the same receptive field semantic information
on the F2 feature map as the F4 and F5 feature maps, em-
ploys the dilation convolution of 3×3 kernel size where the

required dilation rates d are 2 and 3, respectively. Note that
the kernel size of 3 × 3 has been experimentally verified to
offer the optimal accuracy and the fastest speed. The com-
putation of dilation rates d is as follows:

d(RFi+1) =
(RFi+1 −RFi)

Si(k − 1)
, (1)

where RFi, RFi+1, Si, and k denote the current receptive
field, target receptive field, convolution stride, and convolu-
tion kernel size, respectively.

Subsequently, we utilize dilated convolution to acquire
high-resolution feature maps with distinct receptive fields.
Thus, semantic information with a different receptive field
relevant to fine-grained information is computed by:

F2d =


DConv(F2, d(RF ) = 1), RF = 5× 5,

DConv(F2, d(RF ) = 2), RF = 9× 9,

DConv(F2, d(RF ) = 3), RF = 11× 11,

(2)

where DConv(·) refers dilated convolution operation with
different dilation rates d, and d(·) refers to Eq. 1. For the
high-resolution feature map F2, we employ dilated convo-
lutions with dilation rates of d = 2 and d = 3 to obtain
high-resolution feature maps F22 and F23, which possess
individually the same receptive fields as F4 and F5 feature



maps. To mitigate potential issues arising from the use of
multiple dilated convolutions, we apply standard convolu-
tion (d= 1) to produce the feature map F21 that preserves
local information. We directly employ dilated convolution
and the high-resolution feature map to learn the semantic in-
formation relevant to the fine-grained information, address-
ing the issue of poor correlation between the acquired se-
mantic information and the fine-grained information.

Learned the fine-grained relevant semantic information
for different receptive fields, we utilize a learnable weight
mechanism to fuse these features for each dilation rate d
to obtain semantic features relevant to low-level features,
denoted as F d

2 :

F d
2 = EMA(LWFusion(F21, F22, F23)), (3)

where LWFusion(·) denotes the learnable weighted fu-
sion method and EMA(·) denotes the Efficient Multi-scale
Attention [33], which can be used to highlight the fore-
ground objects and reduce the influence of background in-
formation on the small objects.

Finally, as shown in Fig.2, the feature map F
′

2 is obtained
by applying a feature extraction operation to the low-level
feature map F2. By combining the learned semantic infor-
mation related to fine-grained information F d

2 with the 5×5
receptive field feature map F3 into F

′

2 through weighted fu-
sion method, we achieve semantic feature enhancement of
the low-level feature map, denoted as F

′

2:

F
′

2 := LWFusion(F
′

2, F
d
2 , F3). (4)

This module alleviates the issue of poor correlation be-
tween low-level and high-level features during feature fu-
sion, bolsters the expressive ability of the low-level feature
map for small objects and improves their recall rate.

4.2. Coarse-to-fine Feature Guidance Module

In section 4.1, we implement feature enhancement for
low-level features to solve the problem of poor correla-
tion between low-level features and high-level features that
occurs with feature fusion in the original feature pyramid
structure, bolstering the expressive capacity of fine-grained
features for small objects. However, achieving robust de-
tection of UAV objects with large-scale variations becomes
challenging when relying solely on the augmentation of
low-level features.

The high-level features have rich semantic informa-
tion and large receptive fields, which help to achieve ro-
bust detection and object classification of objects at differ-
ent scales. Given that objects in UAV imagery are pre-
dominantly small to medium-sized, we have introduced
the Coarse-to-Fine Feature Guidance Module (CFGM) to
specifically bolster the detection of medium-sized objects.

As shown in Fig.2, the coarse-grained guidance obtained
from F5 and the fine-grained feature F

′

3, enhanced by the

DSIEM, co-guide the feature enhancement from coarse to
fine in the mid-level feature map F4:

F4 := C2FE(F4, F
′

3, T ransposeConv(F5)), (5)

where TransposeConv(·) refers to the transpose con-
volution operation and C2FE(·) refers to the learnable
weighted fusion approach from coarse to fine. Up-sampling
the high-level feature map F5 using transposed convolu-
tion yields coarse-grained guidance information that con-
tains rich semantic information. Enhanced by the DSEIM
module, the low-level feature map F

′

3 contains more fine-
grained information and semantic details related to fine-
grained information.

Using this coarse-grained guidance information allows
for the precise addition of fine-grained information to
medium-scale objects, from a global level to a local level,
which substantially improves the recall rate for detect-
ing medium-scale objects. This learnable weighted fusion
method retains semantic information from large receptive
fields, which helps to mitigate the negative effects of remov-
ing the large detection head on large object detection. It also
enhances the classification performance for both large and
medium objects.

4.3. Anchor-Head Matching Based Multi-scale Detection

In addition to the feature-level enhancement imple-
mented by the aforementioned modules, this study fur-
ther investigates the relationship between anchors, detection
heads, and feature maps to improve UAV detection.

Existing multi-scale detection strategies rely on perform-
ing object detection at different scales with different an-
chor sizes. However, manually designed anchors are dif-
ficult to adapt to detect both small and normal-scale ob-
jects simultaneously, thereby resulting in scale-level mis-
matching issues. Therefore, we urgently need a strategy
that matches anchors with detection heads, addressing the
scale-level mismatch between anchors and feature maps.

One intuitive approach for improving the YOLO series
often involves introducing the extra tiny detection head [54]
to leverage low-level fine-grained features for small object
detection. However, the extra detection heads make anchor
segmentation excessively fine and mislead multiple detec-
tion heads learning highly similar features, causing over-
fitting problems. To address these issues, we introduce a
multi-scale detection strategy that employs anchor-based
head matching. This strategy retains scale-level matching
detection heads by utilizing anchor ranges determined by
an adaptive anchor method. The model achieves scale-level
matching between anchors and feature maps by adjusting
its detection heads interactively before training.

The adaptive anchors introduced in the YOLO series are
first used to calculate the corresponding anchors for the
UAV dataset. This involves preprocessing the widths and



heights of all ground truth (GT) boxes within the dataset to
obtain candidate anchors, denoted as “bbox”:

bbox = {b ∈ Scale(GT, img size) | wb > 2 ∨ hb > 2},
(6)

where the Scale(·) function transforms the dimensions of
Ground Truth (GT) boxes in the dataset from relative to ab-
solute sizes, with “img size” representing the input size re-
quired by the model. Subsequently, filter the scaled widths
(wb) and heights (hb) to eliminate boxes with dimensions
smaller than two pixels, ensuring a more significant overlap
with the Ground Truth (GT) boxes.

Candidate anchors are usually clustered into a set of an-
chors using the K-means algorithm, which achieves clus-
tering by optimizing the following objective function:

J =

K∑
i=1

∑
b∈bbox

||b− µi||2, (7)

where J denotes the Within-Cluster Sum of Squares
(WCSS), which is used to measure the clustering effect
and is optimized to a minimum to achieve the best clus-
tering effect. “K” denotes the number of clusters, in this
case, corresponding to the number of detection heads. “b”
denotes each candidate anchor. “µi” denotes the cluster-
ing center point of the i-th category, using the formula
µi =

1
|Ci|

∑
x∈Ci

to continuously update the clustering cen-
ter until the stopping condition is satisfied.

To ensure that the clustering algorithm focuses more on
shape than size, the widths and heights of the candidate an-
chors are whitened to eliminate scale size differences within
the dataset. Then, the K-means algorithm clusters the ob-
tained candidate anchors (bbox) to actively generate a set of
anchors for each detection head, denoted as “anchors”:

anchors = K-means

({(
wi − µw

σw
,
hi − µh

σh

)
| wi, hi ∈ bbox

})
,

(8)
where wi and hi denote the widths and heights of the can-
didate anchors, respectively. µw and µh denote the mathe-
matical expectations of the widths and heights of the can-
didate boxes, respectively. σw and σh denote the standard
deviations of the widths and heights of the candidate boxes,
respectively. K-means(·) is the clustering algorithm de-
scribed in Equation 7 that clusters a set of anchors for each
detection head based on candidate anchors (bbox).

Finally, the obtained anchors are optimized using a ge-
netic algorithm. The decision to retain the mutation re-
sults is based on calculating the average of the maximum
matches between the mutated anchors and all candidate an-
chors is greater than the fitness (“th”) before mutation. The

formula is as follows:

anchors =

{
GenA(anchors), fit(GenA(anchors)) > th,

anchors, fit(GenA(anchors)) ≤ th,

s.t. fit(m anchors) =
1

|bbox|
∑

b∈bbox

max
a∈m anchors

r(a, b),

(9)

where GenA(·) operates stands for a genetic algorithm that
actively mutates and selects anchors by simulating the pro-
cess of natural selection, to identify a set of anchors that
offer superior performance. fit(·) refers to a fitness calcu-
lation algorithm that employs r(·) to assess the direct fit-
ness of the mutation anchors (m anchors) derived from the
genetic algorithm to the candidate box. Repeat the above
operation for n rounds to compute a set of anchor sizes for
each detection head that best matches this dataset.

It is well known that each detection head corresponds
to a type of scale feature map, and each scale feature map
is associated with an optimal detection object scale scope.
However, from the above calculation process, it is evident
that the adaptive anchor method primarily considers obtain-
ing the most closely matching anchors within the dataset
and assigning them to each detection head. It does not,
however, consider whether the anchors assigned to each de-
tection head are scale-level matched with the corresponding
feature map, as can be referred to in Table 1. For example,
for the small detection head in YOLOv7, the best matching
object size is between 16 and 32 pixels. However, when
performing clustering on the VisDrone set to determine the
anchors, the resulting anchor scope of [4, 6, 8, 14, 15, 11]
indicates a scale-level mismatch issue between the anchors
and the feature maps.

Table 1. Comparison of the generated anchors with the optimal
anchor scopes of the current head. Anchor Scope stands for the
optimal anchor scopes of the current head, and Anchor stands for
the anchors generated by YOLOv7.

Head Anchor Scope Anchor
Tiny Head <16 Unused
Small Head 16∼32 [4, 6, 8, 14, 15, 11]

Medium Head 32∼125 [12, 16, 19, 36, 40, 28]
Large Head >125 [36, 75, 76, 55, 72, 146]

To address this problem, we investigate the optimal
correspondence between the detection head and anchor
scopes for achieving scale-level matching between anchors
and detection heads. Specifically, we first use the an-
chors generated by the adaptive anchor method to obtain
the scale-level matching detection head. Then, we adjust
the model’s detection head and recompute the anchors for
the new detection head using the adaptive anchor method,
achieving a scale-level match between the anchor points



and the feature map. Taking VisDrone as an example
to demonstrate the algorithm, the original YOLOv7 em-
ploys three detection heads: small, medium, and large. We
firstly utilize the K-means algorithm and current dataset
with the labels to calculate the most matching anchors
on each head, respectively resulting in [4, 6, 8, 14, 15, 11],
[12, 16, 19, 36, 40, 28], and [36, 75, 76, 55, 72, 146]. After-
ward, to understand the distribution of object sizes in the
current dataset, we need to find the minimum and maxi-
mum values in each group of anchors, i.e. (4,15), (12,28),
and (36,146).

Next, we match the optimal detection heads in Table 1
according to the obtained minimum and maximum val-
ues, and the results are roughly tiny, small, and medium.
Subsequently, we adjust FGHDet based on these match-
ing results, which means adding the tiny head and re-
moving the large head. Finally, the anchors cluster-
ing results of tiny, small, and medium detection heads
on FGHDet are [4, 6, 8, 14, 15, 11], [12, 16, 19, 36, 40, 28],
and [36, 75, 76, 55, 72, 146], which realize the scale-level
matching of anchors with the feature maps.

In this way, we attain scale-level matching between an-
chors and feature maps, mitigating over-fitting issues and
enhancing the performance of small object detection.

5. Experiments

Due to the latest YOLO series method, YOLOv10 [39] is
the anchor-free method, it cannot all be directly combined
with our method. Thus, we integrate FGHDet with the lat-
est anchor-based YOLO model, YOLOv7 [41], and conduct
comprehensive ablation experiments to evaluate the effec-
tiveness against state-of-the-art methods.

5.1. Datasets and Metrics

We evaluate the proposed method on three primary
benchmarks for UAV aerial imagery: VisDrone [6],
CARPK [12], and Drone-vs-Bird [3]. VisDrone comprises
7,019 high-resolution (2000×1500) aerial images across 10
categories, featuring small and densely distributed objects.
It employs 6,471 images for training, 548 for validation, and
1,610 for testing. CARPK contains 989 training images and
459 test images captured by drones, presenting challenges
such as small and densely distributed objects. Additionally,
the dataset exhibits significant variations in lighting, dark-
ness, and background conditions. Drone-vs-Bird consists
of 1,387 training images and 434 test images, incorporating
extensive drone and environmental data. Furthermore, it in-
cludes birds that have a resemblance to drones, intensifying
the challenges associated with classification. We utilize Av-
erage Precision (AP ), Average Recall (AR), and mean Av-
erage Precision as an evaluation metric for accuracy, where
mAP50 indicates IoU of 0.5 and mAP represents the aver-
age of all ten IoU thresholds ranging from 0.5 to 0.95.

5.2. Implementation Details

We implement our network based on PyTorch. All mod-
els are trained for 300 epochs with the original YOLOv7 pa-
rameter configuration. Our method employs the loss func-
tion consistent with YOLOv7, including object classifica-
tion loss and bounding box regression loss, where the clas-
sification loss utilizes BCELoss[41] and FocalLoss[22],
and the regression loss uses CIoULoss [41]. Employ-
ing the Anchor-Head Matching based Multi-scale Detection
strategy, we consider the correspondence between anchors
and detection heads, resulting in customized anchor config-
urations for the three datasets. On VisDrone, in order to
balance small objects and conventionally sized objects in
the dataset, we adjust the anchor size corresponding to the
detection head and obtain the configurations for the tiny,
small, and medium detection heads as [5, 6, 8, 14, 15, 11],
[12, 16, 19, 36, 40, 28], and [36, 75, 76, 55, 72, 146], respec-
tively. On CARPK, object sizes are concentrated between
15 and 60, which is not suitable for small detection heads.
Therefore, we remove the tiny detection head and obtain the
configurations for the small and medium detection heads
as [19, 35, 39, 18, 22, 45] and [38, 26, 56, 25, 30, 55]. Given
that the data distribution in Drone-vs-Bird is similar to
VisDrone, we adopt the same anchor configuration. The
input image sizes are set to 640×640, 1280×1280, and
1536×1536 on VisDrone, and 640×640 on CARPK and
Drone-vs-Bird. All experiments are conduct on a NVIDIA
RTX A5000 GPU. And employ the Adam optimization al-
gorithm with an initial learning rate of 0.01 and a decay rate
of 1e-5. The batch sizes of 4, 4, and 2 for input resolutions
of 640, 1280, and 1536, respectively.

5.3. Comparison with State-of-the-Art Methods

To demonstrate the effectiveness of our method, we
conduct a comprehensive comparison with state-of-the-art
methods on the VisDrone validation set. We select state-of-
the-art two-stage methods such as CZ Det [31], UFPMP-
Det [14], and HRDNet [29], along with one-stage methods
like CZ FCOS Det [31], SDPDet [52], and TPH-YOLOv5-
l [54]. Due to variations in the input resolution among these
models, we conduct experiments with input resolutions of
640×640, 1280×1280, and 1536×1536, respectively, to
ensure fair comparisons. As illustrated in Table 2, our
method significantly outperforms existing one-stage meth-
ods at all three input resolutions and approaches the accu-
racy of two-stage methods. At a resolution of 1536×1536,
FGHDet achieves a 4.1% performance promotion to the
baseline YOLOv7 in terms of mAP50.

We also evaluate FGHDet on CARPK and Drone-vs-
Bird. As reported in Tables 3 and 4, our method improves
mAP by 4.1% and 2.2% compared to the baseline, re-
spectively. Notably, the present method performs better
on datasets with higher object densities, highlighting the



Table 2. Comparison of mAP and mAP50 with the state-of-the-art methods for different resolutions input on VisDrone. The symbol ‘†’
indicates the baseline of FGHDet, and ‘-’ indicates that the result is not reported.

Method Publication Size Backbone #Params.(M) mAP mAP50

Two-stage
DetectoRS+RFLA [46] ECCV22 1333×800 ResNet50 - 27.40 45.30

CZ Det [31] CVPR23 1333×800 ResNet50+FPN - 33.22 58.30
OGMN [20] ISPRS23 - ResNeXt101 - 35.00 59.70

HRDNet [29] ICME21 3800×2800 ResNeXt50+101 152.2 35.10 62.00
UFPMP-Det [14] AAAI22 1333×800 ResNeXt-101 - 39.20 65.30

Anchor-free
FCOS+RFLA [46] ECCV22 1333×800 ResNet50 32.00 15.10 27.30
CZ FCOS Det [31] CVPR23 1333×800 ResNet50 - 33.91 56.20

YOLOv9 [42] arXiv24 640×640 CSPDarknet53 25.30 29.70 47.90
YOLOv10 [39] arXiv24 640×640 CSPDarknet53 31.60 27.90 44.90

One-stage
RetinaNet+CEASC [5] CVPR23 1333×800 ResNet50 - 20.80 35.00

RetinaNet+QueryDet [49] CVPR22 1333×800 ResNet50 - 19.60 35.70
YOLOv7† [41] CVPR23 640×640 CSPDarknet53 37.20 27.20 48.60

YOLOv5x+EMA [33] ICASSP23 640×640 CSPDarknet53 91.18 30.40 49.70
GFL V1+CEASC [5] CVPR23 1333×800 ResNet18 - 28.70 50.70

FCOS+FGE+SAW [13] PR24 1333×800 ResNet50 - - 51.50
HRDNet [29] ICME21 1333×800 ResNeXt18+101 152.2 31.40 53.30

HTH-YOLOv5 [26] CVM24 1504×1504 CSPDarknet53 - 34.70 57.10
SDPDet [52] TMM24 1333×800 ResNeXt101 - 34.20 57.80
OGMN [21] ISPRS23 1360×765 ResNeXt101 141.8 35.00 59.70

STF-YOLO [15] MEASUREMENT24 1280×1280 CSPDarknet53 46.74 36.73 60.14
YOLOv7† [41] CVPR23 1536×1536 CSPDarknet53 37.20 37.30 61.10

TPH-YOLOv5-l [54] ICCVW21 1920×1920 CSPDarknet53 60.40 40.70 62.70
FGFDet(ours) - 640×640 CSPDarknet53 43.90 32.10 53.80
FGFDet(ours) - 1280×1280 CSPDarknet53 43.90 39.40 63.90
FGFDet(ours) - 1536×1536 CSPDarknet53 43.90 40.80 65.20

Table 3. Comparison of AP , AR, and mAP with the state-of-the-
art methods for 640×640 input on CARPK.The symbols have the
same meaning as in Table 2.

Method AP AR mAP mAP50

CZ Det [31] - - - 92.18
QueryDet [49] - - - 93.96
YOLOv5l [32] - - 62.3 95.30
Car-Det [32] - - 63.1 95.80

YOLOv7† [41] 97.6 94.4 65.8 97.50
MHA-YOLOv5 [36] - - 64.2 97.75

FGHDet(ours) 98.2 95.2 69.9 98.00

model’s excellent robust performance.

5.4. Ablation Studies

We validate the principal components of FGHDet, where
we also employ YOLOv7 as the baseline in all the abla-
tion studies. On the VisDrone validation set, we analyze
the effectiveness of each component, using input resolution

Table 4. Comparison of AP , AR, and mAP with the state-of-the-
art methods for 640×640 input on Drone-vs-Bird. The symbols
have the same meaning as in Table 2.

Method AP AR mAP mAP50

DETR [1] - - 25.1 66.7
YOLOv5 [3] - - - 74.6

DETR+MNMS [18] - - 41.9 82.2
YOLOv7† [41] 88.9 89.4 49.2 93.0
FGHDet(ours) 93.5 87.4 51.4 94.0

of 640×640 and continuing to adopt mAP and mAP50 as
evaluating indicators (See Table 5).
Effect of Extra Prediction Head. Adding the tiny detec-
tion head proves effective in utilizing fine-grained informa-
tion for small object detection, given that low-level features
are better suited for detecting small objects. Although lead-
ing to a slight parameter increase (37.2M → 37.7M), the
performance improvement in mAP is substantial (mAP :
27.2% → 29.00%, mAP50 : 48.60% → 49.50%).



Table 5. Ablation of each component on VisDrone validation set. With P2 stands for addition of a tiny detection head. DSIEM stands for
Detail-preserving Semantic Information Enhancement Module. Removing Large Head stands for anchor-head matching results. CFGM
stands for Coarse-to-fine Feature Guidance Module.

Baseline With P2 DSIEM Removing Large Head CFGM #Param.(M) AP AR mAP mAP50

✓ 37.2 58.7 48.8 27.20 48.60
✓ ✓ 37.7 58.2 48.9 29.00(↑ 1.8) 49.50(↑ 0.9)
✓ ✓ ✓ 38.8 58.3 51.7 30.40(↑ 1.4) 51.50(↑ 2.0)
✓ ✓ ✓ 26.7 61.5 48.7 30.00(↑ 1.0) 50.50(↑ 1.0)
✓ ✓ ✓ ✓ 27.7 60.4 52.7 31.40(↑ 1.0) 52.80(↑ 1.3)
✓ ✓ ✓ ✓ ✓ 43.9 63.6 52.1 32.10(↑ 0.7) 53.80(↑ 1.0)

Effect of Detail-preserving Semantic Information En-
hancement. As shown in Table 3, this lightweight module
significantly improves the mAP50 performance (+2%) by
adding only a few parameters (37.7M → 38.8M). This mod-
ule enhances the expression ability of small objects within
low-level feature map, elevates the model’s average recall
for small objects (AR: 48.9% → 51.7%). This trade-off
between a slight increase in computational cost and a sig-
nificant boost in performance highlights the importance of
mining fine-grained features.
Effect of Removing Large Head. We further investigate
the effect of adding P2 and removing the large detection
head from YOLOv7. This operation reduces the model
parameters from 37.7M to 26.7M, increasing the mAP50

by 1.0%. Implementing the anchor-head matching strat-
egy to achieve the scale level of the anchor and feature
map, also prevents the over-fitting problem due to too fine
a division of the anchors, improving the average accuracy
(AP : 58.2% → 61.5%) of the model for small object detec-
tion. Subsequently, incorporating the DSIEM module fur-
ther boosts the mAP50 by 1.3%. The combination of these
two operations achieves a more compact meanwhile excel-
lent detection model.
Effect of Coarse-to-fine Feature Guidance Module. Fi-
nally, we analyze the effect of the coarse-grained feature
guidance module. When employing the above module,
there is an increase in model parameters (27.7M → 43.9M).
However, it enhances the model’s ability to adapt to ob-
jects at different scales and further improves overall model
performance. Combining all components, the model pa-
rameters are reduced, and the accuracy is further improved
(mAP : 31.40% → 32.10%, mAP50: 52.80% → 53.80%),
improving model robustness to objects at different scales
(AP : 60.4% → 63.6%).

5.5. Visualization

Figure 3 presents detection results within typical sce-
narios captured by drones (VisDrone), dense distribution
scenes (CARPK), and instances involving small objects
(Drone-vs-Bird). It is observed that FGHDet demonstrates
exceptional performance in scenarios with dense distribu-

Table 6. Ablation of each component with a 640 × 640 input res-
olution on VisDrone test set. Tiny stands for the addition of a
tiny detection head and introduces a P2 feature map. DSIEM
stands for Detail-preserving Semantic Information Enhancement
Module. RLH stands for removing the large head. CFGM stands
for Coarse-to-fine Feature Guidance Module.

Method #P.(M) GFLOPs mAP mAP50

Baseline 37.2 105.3 21.7 40.5
+Tiny 37.7 116.9 23.7 41.4
+Tiny+DSIEM 38.8 175.0 24.4 42.8
+Tiny+RLH 26.7 108.6 24.2 42.3
+Tiny+DSIEM+RLH 27.7 166.0 24.9 43.7
FGHDet(ours) 43.9 238.9 25.6 44.5

tions and tiny objects, effectively identifying small objects.

5.6. Performance of the FGHDet on the VisDrone test set

To further demonstrate the effectiveness of the FGHDet,
we showcase the parameters and GFLOPs (floating-point
operations per second) increased, and the performance im-
provement of each module on the VisDrone test set.

From Tables 5 and 6, it can be found that employing the
DSIEM module can substantially improve the model per-
formance, especially the model recall, with a little increase
in the GFLOPs and the parameters. The reason is that the
DSIEM module enhances the expressiveness of the low-
level feature map for small objects by learning semantic
information related to fine-grained information. This reduc-
tion in the difficulty of distinguishing small objects from the
background improves the recall rate for these objects. Em-
ploying the anchor-head matching strategy achieves scale-
level matching between anchors and feature maps, thereby
eliminating mismatched large detection heads. It not only
reduces parameters and GFLOPs but also prevents the over-
fitting problem that can arise when multiple detector heads
learn the same features due to the fine division of the an-
chor. This approach further enhances the model’s classifica-
tion accuracy. The use of the CFGM module does increase
the number of parameters and GFLOPs to some extent, but
it plays a crucial role in enhancing the model’s classifica-
tion accuracy. The anchor-head matching strategy, which



Figure 3. The visualization results of FGHDet on the VisDrone (1st and 2nd row), CARPK (3rd and 4th row), and Drone-vs-Bird (5th and
6th row) test sets, using different colors to differentiate between the different classes, are still effective in scenarios with dense distributions
and small objects.

removes mismatched large detection heads, can result in the
loss of deep semantic information. This is not advantageous
for object classification, particularly for medium and large
objects. Analysis of Tables 5 and 6 reveals that the CFGM
module can significantly improve the model’s classification
accuracy.

Overall, the FGHDet method can achieve large improve-
ments on both test and validation sets with a little increase in
parameters and GFLOPs, especially for densely distributed
and small objects. We present the mAP50 results for each
category on the VisDrone test set in Table 7. When we com-
pare to YOLOv7 [41], YOLOv9 [42], and YOLOv10 [39]
it is evident that our method achieves competitive results
across almost all categories. In Fig. 4, we compare the
detection effectiveness of YOLOv7+Tiny and our method
on the VisDrone test set. The results demonstrate that our
method effectively detects a greater number of small ob-
jects, reducing instances of missed and wrong detections.
Additionally, most detected objects exhibit high confidence.

5.7. Feature map visualization and analysis

To demonstrate the effectiveness of our method, we vi-
sually present the output feature maps corresponding to the
detection heads used in YOLOv7, YOLOv7+Tiny, and the
FGHDet method in Figure 5. Utilizing two images at vary-
ing scales, we present activation maps across four differ-
ent scales. This is because only objects of corresponding
size activated on scale-level matched feature maps can be

Figure 4. Comparison of the performance of YOLOv7+Tiny and
FGHDet on the VisDrone test set.

combined with anchors to achieve effective object detec-
tion. Given that the detection heads correspond one-to-one
with the feature maps, it highlights the necessity of achiev-
ing anchor-head matching.

From Fig. 5a, it can be seen that both images of differ-
ent scales activate the object on mismatched feature maps,
resulting in the object not being able to be regressed using
the matching anchor, making it difficult to detect accurately.
Due to the aforementioned reasons, the direct application
of YOLOv7 to UAV detection results in poor detection per-



Table 7. Comparison of FGHDet models’ performances on VisDrone test set for each category.

Method #P.(M) pedestrian people bicycle car van trunk tricycle awning-tricycle bus motor mAP50

YOlOv10 [39] 31.7 29.4 17.6 13.1 75.1 43.2 48.1 23.4 24.7 61.0 33.1 36.9
YOLOv9 [42] 50.7 33.4 18.4 17.3 77.2 45.9 51.8 26.6 25.6 65.9 37.9 40.0
YOLOv7 [41] 37.2 37.4 26.3 16.3 78.9 44.1 47.8 26.7 23.2 62.4 41.5 40.5
FGHDet(ours) 43.9 43.3 29.7 20.4 82.2 48.3 54.9 26.6 27.8 65.0 45.8 44.5

Figure 5. Comparison of activation feature maps for different scales of their detection heads for the YOLOv7, YOLOv7+Tiny, and FGHDet.

formance. Moreover, given that UAV objects are generally
small, using the large head is not only unhelpful for de-
tecting objects but also leads to mismatched anchors with
feature map scales and results in a significant amount of re-
dundant computations. Removing the large detection head
is definitely the best option.

As shown in Fig. 5b, common existing improvements of-
ten involve adding a tiny detection head. Although this sep-
arates tiny objects from medium-sized ones, there is still a
significant amount of information related to small objects
that are challenging to activate, as indicated by the red-
boxed region. Moreover, this approach employs multiple
detection heads, leading to a fine subdivision of anchors.
This results in each detection head learning numerous simi-
lar features, leading to over-fitting issues and making it dif-
ficult to truly address the problem of small object detection.

As illustrated in Fig. 5c, our approach demonstrates a
stronger representational capacity for small objects on the
tiny and small-scale feature maps. From the red boxes in
the tiny-scale feature map, we can observe that our method
activates more small objects. This also confirms that the
DSIEM module can enhance the semantic information of
small objects, reduce the difficulty of distinguishing them
from the background, and improve their recall. Utilizing
the FPN also enables the detection of more objects at cor-

responding scales within each subsequent level of the fea-
ture map. As observed from the yellow box in the activation
graph, our method not only significantly improves the recall
rate of the objects but also enhances the activation strength
of objects at the matching scale. From the medium-scale
feature map, it can be observed that the FGHDet method
exhibits a higher activation strength than YOLOv7+Tiny.
This demonstrates that the addition of the CFGM module
improves the mid-level feature map, enhancing the classifi-
cation effectiveness for medium and large objects.

The anchor-head matching strategy achieves scale-level
matching between the anchors and the feature maps, thus
preventing the over-fitting problem of the detection head.
Combining the low-level feature map that has strong ex-
pressive ability for small objects, the mid-level feature map
which is effective for classifying medium and large ob-
jects, and anchors that are scale-level matched to the fea-
ture maps. This integrated approach significantly enhances
the performance of UAV object detection, particularly for
scenarios with dense and very small object distributions.

5.8. Comparison with the ASPP module

The ASPP module [2] also employs dilation convolution
to capture semantic information. It is designed to obtain
richer semantic information by utilizing a larger dilation



Table 8. Comparison of mAP and mAP50 with the ASPP module
and DSIEM module for 640×640 input on Drone-vs-Bird.

dilation rate ASPP DSIEM
6,12,18 1,2,3 1,2,3

AP 91.6 88.5 93.5
AR 86.5 91.3 87.4
mAP 50.2 49.8 51.4
mAP50 93.9 93.0 94.0

rate on high-level feature maps. This approach allows for
the addition of more comprehensive contextual information,
which is beneficial for object detection tasks. However, the
DSIEM module is engineered to learn semantic informa-
tion related to fine-grained information present on low-level
feature map. It achieves this by calculating and applying
a fixed and smaller dilation rate, which helps to enhance
the representation of low-level feature map for small objects
and improves their recall.

To verify the effectiveness of the DSIEM module, we
also test the ASPP module as a substitute for the DSIEM
module in learning fine-grained semantic information. We
use default dilation rates of 6, 12, and 18 for the ASPP mod-
ule and the calculated dilation rates of 1, 2, and 3 for the
DSIEM module. As shown in Table 8, the ASPP module
does not perform as well as the DSIEM module across both
sets of dilation rates when compared to our approach. Anal-
ysis of the Average Recall (AR) indicates that using smaller
dilation rates on low-level feature map is more effective for
learning semantic information related to fine-grained de-
tails. This approach facilitates the separation of small ob-
jects from the background. Additionally, the Average Pre-
cision (AP) reveals that the DSIEM module is more adept
at enhancing the expression of small objects, resulting in
higher detection accuracy. The significance of semantic in-
formation related to fine-grained details for small object de-
tection is further confirmed by these results, particularly in
scenarios featuring dense distributions and small objects.

5.9. More experiments on the effectiveness of small ob-
jects on the COCO2017

Our method achieves competitive results in UAV ob-
ject detection. To adequately verify the generalization abil-
ity of FGHDet, we also test its effectiveness in detecting
small objects in the COCO2017 [25]. According to Ta-
ble 9, our method is competitive with the state-of-the-art
methods. It can detect more small objects in the scene
and identify them accurately with fewer parameters (APs:
35.2% → 36.6%, ARs: 53.7% → 56.5%). For medium-
scale objects, our method also has significant enhancement
(APm: 55.9% → 56.6%, ARm: 73.5% → 74.3%). This
demonstrates that our method is not only applicable to UAV-
photographed scenes but also enhances the detection perfor-

Table 9. Comparison of APs, ARs,and mAP50 with the state-of-
the-art methods for 640×640 input on COCO2017 validation set.
The symbol ‘†’ stands for the baseline of FGHDet, and ‘-’ stands
for the result that is not reported.

Method #P.(M) APs ARs mAP50

ATSS+RaFPN [53] 39.6 24.7 - 60.8
ResNeXt+LFPN [45] 57.5 24.5 - 61.3

Faster RCNN+AFPN [50] 52.2 24.7 - 61.3
RTMDet-L [44] 52.3 - - 68.8

PPYOLOE-L [48] 52.2 31.4 - 68.9
Gold YOLO-L [40] 75.1 34.1 - 68.9

YOLOv7† [41] 37.2 35.2 53.7 69.7
YOLOv8 [17] 43.7 35.4 52.2 70.0
YOLOv9 [42] 50.9 36.3 53.5 70.5
FGHDet(ours) 43.9 36.6 56.5 70.6

mance of medium and small objects in natural scenes.

6. Conclusion

In this study, we introduce a novel plug-and-play method
tailored for fine-grained feature enhancement and anchor-
head matching in multi-scale detection, specifically crafted
for UAV object detection in images. Firstly, we utilize
the DSIEM to preserve original details and acquire coarse-
grained semantic information relevant to fine-grained de-
tails, enhancing the ability of low-level features to express
small objects. Secondly, we employ the CFGM to aug-
ment mid-level features through the co-guidance of coarse-
grained and fine-grained features. This approach enhances
the model’s detection performance for medium-scale ob-
jects and bolsters its robustness to objects of various scales.
Finally, by aligning the anchor scopes with the detection
heads, we ensure a scale-level match between anchors and
feature maps, averting over-fitting problems. Extensive ex-
periments demonstrate the effectiveness of our approach in
UAV object detection, attaining competitive accuracy.

However, due to the limited features of small objects and
the unavoidable loss of these features during the acquisition
of semantic information, there remains a significant chal-
lenge in detecting very small and distant dense objects. In
our future work, we will continue to explore other methods
to enhance small object features.
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