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Abstract

Recent advancements in interactive technologies,
such as GPT-4o, have highlighted the growing promi-
nence of using audio signals to encode semantics. Build-
ing on this trend, this paper explores a relatively new
task: human motion generation from audio instruc-
tions, where audio signals are used as conditioning in-
puts to generate motions that align with the seman-
tics of the audio. Compared to text-based user inter-
actions, audio provides a more convenient and natural
mode of communication in real-world scenarios. How-
ever, existing audio-conditioned methods primarily fo-
cus on aligning movements with the rhythm of music
or speech, which often results in a weak connection be-
tween the semantics of the audio and the generated mo-
tions. In this work, we propose an end-to-end frame-
work based on masked generative transformer, incor-
porating a memory-retrieval based attention module to
address the challenges posed by sparse and lengthy au-
dio signals. Additionally, we augment existing datasets
by rephrasing textual descriptions into a more conver-
sational, spoken language style, and synthesizing corre-
sponding audio with various speaker identities. Exper-
imental results demonstrate both the effectiveness and
efficiency of our framework for generating human mo-
tion from audio instructions. Notably, audio exhibits
a comparable ability to text in representing semantics,
while offering more efficient and user-friendly interac-
tions in practical applications.

Keywords: human motion generation, generative mod-
els, multi-modality learning.

1. Introduction

Language-guided human motion generation [47] has
gained increasing attention due to its wide range of appli-
cations, such as in the metaverse, video games, and vir-
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tual reality. Many existing works focus on text-conditioned
motion generation [34, 20, 39, 43] by leveraging large lan-
guage pre-trained models [12, 35] to encode text semantics.
However, text-based user interaction poses significant chal-
lenges in real-world applications, as it often requires users
to articulate precise and detailed descriptions, which can be
time-consuming and unintuitive. This complexity makes it
less practical for dynamic or fast-paced environments where
quick, natural, and seamless interaction is essential for user
engagement.

In contrast, audio provides a more direct and natural
channel for communication and semantic understanding,
offering a more intuitive and seamless interaction expe-
rience. Recent advances in interactive technologies have
further emphasized the potential of audio for encoding se-
mantics. For example, GPT-4o [31] incorporates audio
as an interaction modality, greatly enhancing user conve-
nience and immersion. This underscores the unique ad-
vantage of audio in improving both the ease and depth of
human-computer interaction. In the context of human mo-
tion generation, audio-conditioned tasks such as music-to-
dance [8, 29, 11, 16] and speech-to-gesture [3, 2, 28, 46]
have become prominent, where motions are generated to
align with the rhythm of music or speech. However, these
conditioning signals often lack explicit motion descriptions,
leading to a weak connection between semantics and move-
ment. As a result, this limitation reduces the controllability
and precision of the generated motions.

Building on these observations, we introduce a relatively
new task in this paper: human motion generation from au-
dio instructions, where audio signals are directly used as
conditions to generate motions that align with the semantics
of audio instructions. A straightforward approach might in-
volve using a speech recognition algorithm, such as [36],
to first convert the audio into text and then apply an exist-
ing text-to-motion model, like [19], to generate the motion.
However, such a cascaded approach often incurs high com-
putational overhead and latency. Moreover, human brain
typically interprets audio signals directly without convert-
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Figure 1. Overview of Our Work. Given an audio instruction as the conditional signal (with text included for reference purposes only),
our generative model is able to produce high-quality human motion sequences that accurately align with the semantics of the audio input.

ing them into text, suggesting that a similar direct process-
ing pathway should be pursued for artificial systems. There-
fore, to achieve a more efficient and natural interaction, an
approach—capable of generating motion directly from au-
dio instructions—is essential for advancing toward artificial
general intelligence.

In this paper, we propose an end-to-end framework based
on the masked generative transformer. Specifically, to ad-
dress the challenges of sparse and lengthy raw audio signals,
we leverage WavLM [9] to encode the audio into meaning-
ful features. To further improve efficiency, we introduce
a memory-retrieval based attention module that compresses
these audio features into more compact, model-friendly rep-
resentations. These compact features will serve as condi-
tioning inputs for generating corresponding motions. Our
generative framework comprises three key components, in-
spired by [6, 19]: Residual VQ (RVQ), Masked Trans-
former, and Residual Transformer. RVQ performs multi-
layer residual quantization on motion sequences, convert-
ing them into multi-level latent motion tokens. The Masked
Transformer, conditioned on the encoded audio features,
leverages the masked generative paradigm [7] to generate
the base-level quantization codes for these tokens. Then
the Residual Transformer refines the motion representation
by iteratively generating residual-level quantization codes,
layer by layer, progressively adding more detailed infor-
mation. Finally, the base and residual codes are combined
and passed through the RVQ motion decoder, which recon-
structs the complete motion sequence. This multi-step pro-
cess ensures that both the broad structure and finer details
of the motion are captured, resulting in more accurate and
realistic motion generation.

Another challenge is the lack of datasets that pair au-
dio instructions with corresponding human motions. Ex-
isting large-scale datasets, such as KIT [34] and Hu-
manML3D [20], only provide paired text and motion data,
denoted as original datasets. Moreover, the style of the tex-
tual descriptions in these datasets does not reflect the natural
expression of oral instructions. To address these limitations,

we develop a custom prompt for ChatGPT [31] to rephrase
text descriptions in [34, 20] into a more conversational, oral
language style. We then use the speech synthesis tool Tor-
toise [4] to synthesize corresponding audios with various
speaker identities. This process allows us to create aug-
mented datasets, denoted as oral datasets, tailored for the
task of human motion generation from audio instructions.

We evaluate our proposed method on both original and
oral datasets, comparing it to the latest text-based ap-
proaches using a variety of metrics. The results show that
our audio-based method performs competitively with text-
based methods, demonstrating the effectiveness of audio
signals for semantic understanding in practical applications.
Furthermore, our end-to-end generative framework is over
50% faster than the cascaded approach, highlighting the im-
portance of directly encoding audio semantics for a more
efficient, user-friendly system. Additionally, models trained
on the oral dataset significantly outperform those trained on
the original dataset in audio-instructed motion generation,
showcasing the value of our newly introduced dataset.

In summary, the primary contributions of this paper are
as follows:

• We introduce a relatively new task in this paper: hu-
man motion generation from audio instructions for a
more convenient user interaction system. To achieve
this, we design an end-to-end framework based on
the masked generative transformer, incorporating a
memory-retrieval based attention module to handle the
challenges posed by sparse and lengthy audio signals.

• We also augment existing text-based motion genera-
tion datasets for this task by rephrasing textual de-
scriptions into a more conversational, spoken language
style, and synthesizing corresponding audio with vari-
ous speaker identities.

• The experimental results demonstrate the effectiveness
and efficiency of our proposed end-to-end framework



for generating human motion directly from audio in-
structions. Notably, the findings indicate that audio
offers a comparable ability to text in representing se-
mantics, making it a strong alternative for conditioning
signals in developing more efficient and user-friendly
systems.

2. Related Work

Audio-based Motion Generation has seen significant
progress, with tasks such as music-to-dance and speech-to-
gesture gaining popularity. The music-to-dance task aims
to generate dance sequences synchronized with musical
beats and styles. Tang et al. [37] framed this problem as
a sequence-to-sequence task, employing an LSTM [18] au-
toencoder to map music features to dance motions. Lee
et al. [27] adopted a different approach, using convolu-
tional neural networks (CNNs) to tackle the problem, while
ChoreoMaster [8] introduced motion graphs to provide a
more structured and flexible method for dance motion gen-
eration. In contrast, speech-to-gesture tasks aim to generate
gestures that align with the rhythm and semantics of speech.
Ginosar et al. [14] used pseudo-labeled data from a motion
detection system to train their model, enabling the gener-
ation of personalized gesture styles. Aud2Repr2Pose [26]
developed a joint motion autoencoder and speech encoder,
allowing for a more direct mapping between speech fea-
tures and gesture motion. Audio2Gestures [28] advanced
this further by splitting the latent representation into shared
and motion-specific components, using carefully designed
loss functions to address the one-to-many mapping prob-
lem between speech and gestures. Recent works [3, 2, 46]
have leveraged emerging generative models, such as diffu-
sion models [22] and VQ-VAE [40], to produce rhythm-
aware and semantics-aware co-speech gestures and also ap-
ply multi-modal data for stylistic variations. Despite these
advances, both music and speech signals inherently lack ex-
plicit descriptions of the associated human motions [47],
which limits the interpretability and precision of the gener-
ated results. To address this limitation, we propose a novel
task centered on generating human motion from explicit au-
dio instructions. By leveraging the richness of verbal de-
scriptions, this approach allows for greater control and pre-
cision in the generation process, offering a more intuitive
and convenient way of creating human motion.

Text-based Motion Generation focuses on synthesiz-
ing human motion sequences that correspond to textual de-
scriptions. Early approaches in this field predominantly
used deterministic models to directly map textual inputs to
motion outputs. For instance, JL2P [1] introduced a joint
embedding space that aligned motion and text data, ensur-
ing consistency between the two modalities through a re-
construction task. Similarly, Ghosh et al. [13] employed a
Gated Recurrent Unit (GRU)-based model to capture fine-

grained motion details, integrating a discriminator to en-
hance the realism of generated motions. Angela et al. [30]
added a trajectory prediction module, improving both com-
plexity and accuracy in motion generation. More recent
work has leveraged large pre-trained models to boost perfor-
mance. MotionCLIP [38], for example, used the language-
image pre-trained model CLIP [35], tapping into its prior
knowledge to improve zero-shot motion generation capa-
bilities. However, these deterministic methods have been
limited in producing diverse outputs, as they tend to gener-
ate a single plausible motion sequence for each input. To
overcome this limitation, stochastic modeling techniques
have been introduced to account for the inherently many-
to-many nature of the text-to-motion task. TEMOS [33],
for instance, replaced traditional deterministic autoencoders
with a Variational Autoencoder (VAE), enabling the gener-
ation of diverse motion sequences. Text2Action employed
a Generative Adversarial Networks (GANs) framework to
produce a variety of motions based on textual descriptions.
Guo et al. [20] introduced a length predictor alongside a
VAE-based generator, allowing the generation of motions
with varying lengths that still align with the input descrip-
tions. Building on the success of stochastic models in text-
to-image tasks, techniques such as VQ-VAE [40] and diffu-
sion models [22] have been applied to human motion gen-
eration. T2M-GPT [43] used VQ-VAE to learn discrete la-
tent representations of motion sequences, combining this
with a GPT-like autoregressive model to predict subsequent
motion tokens. Diffusion models, known for their abil-
ity to iteratively refine outputs, have also gained attraction.
FLAME [24] was the first model to apply diffusion tech-
niques to human motion generation, using free-form lan-
guage descriptions as input. MDM [39] further advanced
this approach by employing a transformer-based diffusion
model that predicts the final motion sequence through it-
erative denoising steps, producing more precise and realis-
tic motions. MoMask [19] further improved efficiency by
using a RVQ model for motion representation and masked
generative transformers, allowing for faster and more flex-
ible motion generation. However, text-based interaction
proves to be inefficient in many practical scenarios, as it
demands users to provide exact and comprehensive input,
which can be cumbersome and slow. This limitation re-
duces its suitability for fast-paced applications where intu-
itive and rapid communication is critical for maintaining a
smooth user experience.

Large Audio Model has experienced significant ad-
vancements, reshaping audio processing across various ap-
plications. WavLM [9] employs a self-supervised masked
speech denoising framework to learn universal speech rep-
resentations from extensive unlabeled datasets, demonstrat-
ing adaptability across diverse speech processing tasks.
Similarly, Encodec [5] utilizes RVQ for high-fidelity neu-



ral audio compression, effectively modeling original au-
dio and enhancing detail recovery in both speech and mu-
sic through a combination of reconstruction loss and dis-
criminator mechanisms. In the realm of speech recogni-
tion, Whisper [36] excels by extracting features from the
Log-Mel Spectrogram of audio using an encoder-decoder
framework, achieving remarkable multilingual performance
supported by extensive training data. Furthermore, Image-
Bind [15] innovatively addresses multi-modal alignment by
leveraging image-paired data to create a unified representa-
tion space for audio, images, and videos, thereby enhancing
retrieval and classification tasks in zero-shot and few-shot
scenarios. Collectively, these developments underscore the
dynamic evolution of audio encoding techniques, enabling
higher fidelity, efficiency, and versatility in managing audio
data.

Generative Models have become a central focus in
recent years, offering powerful methods to model com-
plex data distributions. Goodfellow et al. [17] introduced
GANs, which utilize a generator-discriminator framework
where the two networks compete, enabling the generation
of highly realistic data. In parallel, Kingma and Welling’s
Variational Autoencoders (VAEs) [25] introduced a prob-
abilistic latent space to traditional autoencoders, facilitat-
ing the creation of diverse samples by sampling latent vari-
ables. Flow-based models[32], on the other hand, lever-
age invertible transformations to map simple distributions
into complex data, enabling efficient sampling with exact
likelihood estimation. Diffusion models [22] approach data
generation through an iterative process of denoising Gaus-
sian noise, excelling particularly in tasks like image gen-
eration due to their high-quality outputs. Building on the
success of these models, masked generative transformers,
such as MaskGIT [7], have emerged, employing an itera-
tive token generation method that balances efficiency with
the gradual refinement of generated content. Collectively,
these approaches represent significant strides in generative
modeling, each bringing unique strengths to different types
of data and tasks.

3. Our Approach

In this paper, we propose an end-to-end framework us-
ing a masked generative transformer for human motion
generation from audio instructions. The process begins
by extracting audio features with the pre-trained WavLM
model [9]. These features are then compressed into more
compact, model-efficient representations using a memory-
retrieval based attention module, as depicted in Fig. 3. Con-
ditioned on these encoded audio features, we train a Masked
Transformer to generate the base-level quantization codes
for latent motion tokens. This is followed by a Residual
Transformer that iteratively generates residual-level quanti-
zation codes layer by layer. Finally, the base and residual

Figure 2. Distribution of Audio Feature Lengths. WavLM [9] is
utilized to extract audio features from the augmented Oral Datasets
derived from HumanML3D [20] and KIT [34]. A statistical anal-
ysis of these feature lengths reveals significant variability, with
some features exhibiting notably long lengths. This variability
presents challenges for processing conditional signals, as it com-
plicates the integration of audio data into subsequent stages of our
framework.

codes are combined and decoded by the RVQ motion de-
coder to reconstruct the full motion sequence, as shown in
Fig. 4. This pipeline ensures efficient and accurate motion
generation by progressively capturing both high-level struc-
ture and detailed nuances.

3.1. Audio Features Extraction

To effectively generate human motion based on audio in-
structions, we employ a speech vectorization module that
converts raw audio signals into suitable feature represen-
tations. This module transforms the input audio into vec-
tor sequences, ensuring consistent dimensionality for each
vector, while allowing the sequence length to vary depend-
ing on the input duration. This approach standardizes the
feature dimensions across different audio samples, making
them compatible with downstream tasks, despite variations
in sequence length.

However, the vectorization process for audio signals can-
not be directly applied to text due to significant differ-
ences in the inherent characteristics of these modalities.
Audio signals, as naturally collected data, typically have
lower information density, represent lower-level semantics,
and consist of much longer sequences of sampled vibration
points. In contrast, text is a more abstract representation
with higher information density and a clearer, more explicit
semantic structure. Additionally, audio data typically in-
volves smaller volumes compared to text, largely due to
the complexity and challenges in collection and processing,
which require more spatial resources to convey equivalent
semantic content. Therefore, selecting an appropriate au-
dio vectorization scheme is critical for effective feature ex-
traction in audio-to-motion generation, ensuring that the ex-
tracted features are semantically rich and fully utilized for
downstream motion synthesis.

To advance our approach, it is important to review prior
work in audio processing to uncover key paradigms and in-
sights that can inform our method. Several pre-trained au-



Figure 3. Audio Conditions Processing Pipeline. The audio features extracted by WavLM [9] are processed through a memory-retrieval
based module, which standardizes the varying lengths of the input audio conditions. This module ensures that all audio signals are converted
into a consistent length, facilitating smooth integration with subsequent components in the pipeline.

dio encoders, such as Encodec [5], Whisper [36], and Im-
ageBind [15], have been developed, each tailored to specific
tasks like speech synthesis, video retrieval, or speech recog-
nition. However, these task-specific designs often introduce
biases into the latent representation of audio signals, limit-
ing their generalizability. In contrast, WavLM [9], a deep
learning model developed by Microsoft and pre-trained on
over 90,000 hours of human speech data, has demonstrated
strong generalization ability across a wide range of down-
stream tasks. This versatility makes WavLM particularly
suitable for the requirements of this study, providing robust
and unbiased feature representations for our audio-based
tasks.

Consequently, the audio vectorization module in our
project is built upon the WavLM pre-trained model. Specif-
ically, the output from the final layer of WavLM is used as
the vectorized representation of the audio. For a segment of
monaural audio sampled at 16 kHz, the resulting vector se-
quence length corresponds to the audio duration, while the
vector dimensions remain constant. This approach ensures
efficient and accurate extraction of audio features necessary
for further processing.

3.2. Memory-Retrieval Based Audio Encoding

The distribution of audio feature lengths across samples
in the datasets [20, 34] is shown in Fig. 2. Audio fea-
tures extracted using WavLM vary significantly in sequence
length, with some sequences being notably long. Directly
feeding these lengthy features into the generative model as
conditioning signals could lead to high computational com-
plexity, while also impeding model convergence due to the
overwhelming size of the input. To mitigate these chal-
lenges, it is crucial to encode the audio features into more
compact representations that not only reduce computational
burden but also extract rich motion-related semantic infor-
mation for effective downstream processing.

A straightforward approach is to adopt the text encoding
strategy used by CLIP [35], which appends a special token
to each sequence of audio features and employs a Trans-
former Encoder [41] to aggregate the sequence’s features
through a self-attention mechanism. Given the significant
variation in sequence lengths across different samples, this
special token can capture information from any token within

the sequence, regardless of its distance, allowing it to ef-
fectively model varying-range dependencies. Additionally,
a CNN can be applied for downsampling before the fea-
tures are passed into the Transformer Encoder. This process
not only reduces sequence length but also compresses the
sparse audio representation into a more compact and seman-
tically enriched form, enhancing both efficiency and feature
quality.

While this approach offers greater computational effi-
ciency, it yielded suboptimal performance in our experi-
ments. We attribute this to the fact that WavLM’s pre-
training tasks were not specifically tailored for motion gen-
eration, and relying on a single token to represent the rich
audio features might create a bottleneck. As a result, the
audio features extracted still contain information that is
weakly related to motion description, such as speaker iden-
tity. This irrelevant information introduces noise, compli-
cating the extraction of motion-relevant semantics. To ad-
dress this limitation, we draw inspiration from [23] and
design a memory-retrieval based module that transforms
the audio features into representations more closely aligned
with motion control. Specifically, this module leverages a
set of learnable tokens stored in memory, which are mapped
to key-value pairs in the attention mechanism, denoted as
Km and Vm. For each input x, a fully connected network
generates a query vector Qx, and the attention mechanism
computes a weighted sum of the learnable tokens to produce
a refined feature representation. After positional encodings
are added, this refined feature is passed to the next layer of
the encoder, allowing for more targeted and relevant seman-
tic extraction that improves motion generation quality. This
memory-retrieval process can be described as follows:

Attention(Qx,Km, Vm) = softmax
(
QxK

⊤
m√

d

)
Vm, (1)

where d stands for the dimension of the key and value
vectors. Through memory-retrieval based audio encoding,
we compress variable-length audio features into a compact,
fixed-size condition signal, denoted as y ∈ Rdy , where dy
denotes the dimension of the condition signal. This compact
representation serves as the conditioning input for human
motion generation, ensuring consistent and efficient use of
audio data regardless of its original length.



Figure 4. Overview of Our Generative Framework in Training and Inference. The framework consists of two key components:
The Masked Transformer is designed to model the relationship between audio conditions and the base motion codes, which capture the
principal components of the motion. The Residual Transformer establishes the connection between the audio conditions and the residual
motion codes, which represent the finer, detailed aspects of the motion. During inference, these transformers work in sequential stages,
progressively generating multi-layer latent motion codes that are then decoded to reconstruct the full motion sequence.

3.3. Masked Generative Model

Latent Motion Representation is handled by the RVQ-
VAE framework [5, 19], which quantizes motion sequences
into multi-layer token sequences within a discrete latent
space, referred to as motion codes. Specifically, a motion
sequence m1:N ∈ RN×D is encoded into a latent repre-
sentation c̃1:n ∈ Rn×d, where n/N denotes the downsam-
pling ratio and d denotes the latent dimension. Starting from
r0 = c̃1:n, the latent representation is then decomposed into
an ordered V + 1 layers of motion codes [cj1:n]

V
j=0 through

the following process:

cj = Q
(
rj , Cj

)
, rj+1 = rj − cj , j ∈ [0, V ]. (2)

Here, Q(·) represents the standard quantization operation
which finds the closet code cj in the codebook Cj as the
quantization of the input rj . The codebook Cj ∈ Rk×d

consists of k codes with each code of dimension d. Given
the multi-layer motion codes as the latent motion represen-
tation, they are summed together as the input to the mo-
tion decoder to recover the input motion, denoted as m̂1:N .
The overall loss function for the RVQ-VAE consists of two
terms: the motion reconstruction loss and the latent embed-
ding loss for each layer:

Lrvq = ||m− m̂||1 + β

V∑
j=1

∥rj − sg[cj ]∥22, (3)

where sg[·] is the stop-gradient operation and β is a weight-
ing factor that regulates the latent codes.

After quantizing the motion sequence using RVQ-
VAE, we derive multi-layer motion codes represented as
[cj1:n, t

j
1:n]

V
j=0, where tj1:n denotes the codebook indices of

the quantization code cj1:n. Build upon the latent motion
representation, our generative model is trained to construct
the relationship between audio conditions and base motion
code (layer 0) or residual motion codes (layers 1 to V ).
The overall framework of the model is illustrated in Fig. 4,
showcasing the training and inference (generation) process.

Masked Transformer, inspired by MaskGIT [7], is de-
signed to capture the relationship between the audio condi-
tions and the base motion codes t01:n ∈ Rn (j = 0). During
training, a random fraction of sequence elements is masked,
replacing the corresponding tokens with a special [MASK]
token. Letting t̃0 represent the masked tokens, the model’s
task is to predict the masked tokens given the condition y
and the partially masked tokens t̃0. Mathematically, the
masked transformer pθ is trained by minimizing the neg-
ative log-likelihood of the target predictions:

Lmask =
∑

t̃0k=[MASK]

− log pθ(t
0
k|t̃0, y). (4)

Residual Transformer is designed to establish the re-
lationship between the audio conditions and the residual



Figure 5. Overview of the Audio-Motion Dataset Augmentation Process. The texts from existing datasets, KIT [34] and Hu-
manML3D [20], are fed into the text2speech model, Tortoise [4], generating audio signals with random speaker identities to create the
Original Dataset. Additionally, the large language model ChatGPT-3.5 [31] is employed to rewrite the original texts in a more conversa-
tional, spoken language style. These rewritten texts are then used to generate corresponding audio signals, forming the Oral Dataset.

motion codes tj1:n ∈ Rn for j ∈ [1, V ]. During train-
ing, a quantization layer j is randomly selected. The mo-
tion tokens from preceding layers, t0:j−1, are collected and
summed to create the preceding motion representation as
input. Along with the audio conditions y and an indicator
embedding for layer j, the residual transformer pϕ is trained
to predict the tokens for the j-th layer. The training objec-
tive for the residual transformer is defined as follows:

Lres =

V∑
j=1

n∑
i=1

− log pϕ(t
j
i |t

1:j−1
i , y, j) (5)

Motion Generation is carried out in two stages, as il-
lustrated in Fig. 4. In the first stage, the goal is to itera-
tively sample the base motion codes over L iterations. The
process begins with fully masked codes, which are fed into
the masked transformer. The transformer generates a prob-
ability distribution over the base-layer codebook C0, from
which candidate motion codes are sampled. At each iter-
ation l, the

⌈
γ( l

L )n
⌉

tokens with the lowest probabilities
are re-masked with the [MASK] token and regenerated in
subsequent iterations. This process continues until all base
motion codes are generated by the end of L iterations. The
masking ratio γ(·) is dynamically adjusted using a cosine
scheduling strategy:

γ(x) = cos
(πx

2

)
∈ [0, 1] (6)

Once the base motion codes are generated, the second stage
involves progressively generating the residual motion codes
using the residual transformer. Over V iterations, the j-th
iteration takes all previously generated motion codes t1:j−1

and the layer number j as inputs to predict the residual mo-
tion codes tj for layer j. This process repeats for each
subsequent layer, ultimately producing motion codes across
all V + 1 layers. These multi-layer motion codes are then
passed into the motion RVQ-VAE decoder, which recon-
structs the final generated motion.

During inference, Classifier-Free Guidance (CFG) is ap-
plied at the final linear projection layer before the softmax
operation. Here, the final logits wg are computed by adjust-
ing the conditional logits wc in relation to the unconditional
logits wu, using a guidance scale s. Specifically, this is done
through the formula wg = (1+s)·wc−s ·wu, which moves
the conditional logits further from the unconditional ones.

4. Dataset Augmentation

The dataset augmentation process is illustrated in Fig. 5.
First, we apply a text-to-audio synthesis algorithm to trans-
form traditional text-to-motion datasets (see Sec. 4.1) into
what we refer to as the Original Dataset. Next, we create
an oral version of the dataset by rewriting the text descrip-
tions into a more conversational style using ChatGPT [31]
(see Sec. 4.2), followed by synthesizing corresponding au-
dio files. This results in the formation of the Oral Dataset,
which better reflects natural spoken language patterns.

4.1. Original Dataset

For effective human motion generation based on instruc-
tive audio signals, an appropriate audio-to-motion dataset
is necessary. The most commonly used datasets for mo-
tion generation under explicit semantic constraints—such
as KIT [34] and HumanML3D [20]—are text-based. The
KIT dataset contains 3,911 action sequences paired with
6,278 text descriptions, while HumanML3D, on a larger
scale, includes 14,616 action sequences covering a wide va-
riety of behaviors such as dancing and exercising, paired
with 44,970 descriptive texts. Despite the wealth of mo-
tion data, both datasets rely on textual conditional sig-
nals, which makes them unsuitable for tasks in instructive
audio-based motion generation. To address this gap, we
leverage existing text-to-speech algorithms to synthesize an
audio-motion paired dataset from the original text-motion
datasets, providing a foundation for subsequent work in
audio-conditioned motion generation.

Recent speech synthesis technologies have also seen sig-



nificant progress. While deep learning based speech synthe-
sis still falls under the category of traditional statistical para-
metric synthesis, the powerful fitting capabilities of modern
neural networks enable highly natural speech generation.
As a result, most mainstream text-to-speech synthesis algo-
rithms are now deep learning-based, trained on large-scale
text-to-speech datasets to achieve synthesis that closely mir-
rors real human voices. Among these models, Tortoise [4]
stands out. Based on a denoising diffusion probabilistic
model [22], which has found significant success in image
generation, Tortoise sacrifices some efficiency due to its it-
erative process in favor of producing highly realistic speech.

For a given text input, Tortoise synthesizes audio that not
only matches human voices in timbre and quality but also
captures natural features like pauses, emphasis, and tonal
variation, reflecting the semantic intricacies of the text. This
attention to detail enhances the naturalness of the generated
speech, making it suitable for practical applications. Ad-
ditionally, Tortoise’s probabilistic generation framework al-
lows for the synthesis of voices from multiple speakers, en-
riching its outputs and making it adaptable to diverse sce-
narios. Since Tortoise does not support specifying speakers
directly, we generate data using randomly selected voices,
adding variability to the dataset.

To support downstream audio processing algorithms, all
synthesized audio is saved in mono WAV format with a
fixed sampling rate of 16 kHz. The synthesis process is
accelerated using GPUs to expedite the generation of large-
scale data. The steps involved in this data synthesis process
are illustrated in the accompanying figure.

4.2. Oral Dataset

Considering the practical usage scenarios for this task,
users’ phrasing and syntactic patterns during voice input of-
ten differ significantly from those used in text input. To
better align the dataset with real-world applications, this
study aims to modify the descriptive texts to reflect a more
conversational tone, thereby reducing the gap between the
dataset’s written descriptions and potential spoken language
input. Among the large language models available, Ope-
nAI’s ChatGPT [31] has demonstrated exceptional perfor-
mance in English natural language understanding and in-
struction following. Therefore, we utilize ChatGPT 3.5 to
rewrite the motion descriptions.

By crafting prompts that guide the model to maintain
alignment with the original content, we ensure that the gen-
erated text retains the core meaning while incorporating
more varied sentence structures and vocabulary, better re-
flecting conversational habits. Tab. 1 displays some exam-
ples of motion descriptions rewritten using ChatGPT, show-
ing greater syntactic and lexical diversity without altering
the original meaning. Based on these revised descriptions,
the Tortoise model is then applied to generate the corre-

sponding audio. Ultimately, this process yields 12,696 oral
audio-motion pairs for the KIT-ML dataset and 87,384 for
HumanML3D.

Base Datasets Oral Datasets
a person running in circles (1) Run in circles.

(2) Move around in circu-
lar motions while running.
(3) Jog in circular patterns.

a person kicks in the air,
runs forward and then trots
backward to their original
location

(1) I want you to kick
in the air, move forward,
and then trot back to your
starting point.
(2) Kick in the air, run for-
ward, and trot backward to
where you started.
(3) Can you kick in the air,
run ahead, and then trot
back to your original spot?

a man squats extraordinar-
ily low then bolts up in an
unsatisfactory jump.

(1) Squat down very low
and then jump up in an un-
satisfactory manner.
(2) Go into an extremely
low squat, then jump up in
a disappointing leap.
(3) Squat down remark-
ably low and then spring
up in an unsatisfactory
jump.

Table 1. Examples of Rewritten Descriptions. The original text
descriptions from the Base Datasets were rewritten into a more
conversational style, forming the augmented Oral Datasets. This
transformation aims to better align the dataset with natural spoken
language, enhancing its applicability to real-world voice-based in-
teraction scenarios.

5. Experiment

Empirical evaluations will be conducted using our
augmented Oral Datasets and Base Datasets from Hu-
manML3D [20] and KIT [34], with pose representations
adopted from T2M [20]. These datasets serve as the foun-
dation for assessing the performance of our model in gener-
ating motion sequences from audio instructions.

In our study, we adopt a set of evaluation metrics de-
rived from both T2M [20] and MotionDiffuse [44] to en-
sure a comprehensive quantitative assessment of our results.
These metrics collectively provide insights into the genera-
tion quality, semantic coherence, and diversity of our out-
put, including:

• Frechet Inception Distance (FID): Measures the
quality of generated motions by comparing the distri-
butional differences between the high-level features of
the generated and real motion sequences.



Datasets Method Training
Data

R Precision↑ FID↓ MM Dist↓ MultiModality↑
Top 1 Top 2 Top 3

Human
ML3D

Momask [19]
(Text-Based)

Original 0.400±.002 0.583±.003 0.689±.002 0.251±.009 3.808±.009 1.407±.049

Oral 0.431±.002 0.626±.002 0.735±.002 0.091±.003 3.551±.006 1.284±.042

Ours
(Audio-Based)

Original 0.417±.004 0.603±.003 0.708±.002 0.202±.011 3.697±.018 1.272±.041

Oral 0.426±.007 0.619±.009 0.727±.009 0.126±.005 3.577±.037 1.222±.036

KIT-
ML

Momask [19]
(Text-Based)

Original 0.309±.008 0.513±.009 0.652±.009 0.258±.017 4.017±.064 1.562±.064

Oral 0.330±.006 0.536±.007 0.667±.008 0.261±.014 3.840±.033 1.166±.037

Ours
(Audio-Based)

Original 0.314±.008 0.508±.012 0.636±.017 0.487±.046 4.186±.140 1.399±.052

Oral 0.324±.005 0.529±.006 0.667±.006 0.207±.010 3.899±.027 1.312±.048

Table 2. Quantitative Evaluation on Oral Datasets. Both the text-based method, Momask, and our audio-based method are trained
on either the original or oral datasets and tested on the oral datasets. The results underscore the importance of our oral-style datasets as
training data in better aligning with conversational applications. Furthermore, the evaluation highlights the effectiveness of audio signals
for semantic conditioning, showing similar performance to text-based conditions. The notation ± indicates a 95% confidence interval.

Figure 6. Qualitative Comparison between Models Trained on Original and Oral Datasets. As illustrated in the figure, a comparison
of the performance of models trained on the Oral and Original datasets reveals that the model trained on the Oral dataset demonstrates
greater robustness to audio instructions. Which can be attributed to the higher diversity of the training data.

• R-precision: Evaluates the semantic consistency be-
tween the input conditions (audio/text) and the gener-
ated motion.

• Diversity: Assesses the variability and richness of the
generated action sequences, ensuring the model does
not produce overly similar outputs.

• Multi-modal Distance (MM Dist): Computes the av-
erage Euclidean distance between the motion features
and their corresponding conditioning features, captur-
ing how well the generated motion aligns with the in-
put conditions.

• MultiModality: Evaluates the range of distinct mo-
tion sequences generated from a single input condition,
emphasizing the model’s ability to generate multiple
plausible outputs for the same input.

Implementation Details. The number of learnable to-
kens in our memory-retrieval based audio encoding is 256,

with the dimension of 512. During training, we set the drop
rate of the audio condition to 0.2 and adopt a linear warm-
up schedule, converging to a learning rate of 2e-4 after 2000
iterations. Both the masked transformer and residual trans-
former are composed of six transformer layers, each with
six attention heads and a latent dimension of 384, and are
applied to the HumanML3D and KIT-ML datasets. During
generation process, we set the classifier-free guidance scale
to 4 and 5 for the masked and residual transformer on Hu-
manML3D, and (2, 5) on KIT-ML, with a fixed sequence
length of 10 for both datasets.

5.1. Results on Oral Dataset

As discussed in Sec. 4.2, texts in the original datasets of-
ten differ significantly from the phrasing and syntactic pat-
terns users employ during audio input. To highlight this,
we present the performance of the most recent text-based
model, Momask[19], and our audio-based method, both
trained on either the original or oral datasets, and tested on



Datasets Methods R Precision↑ FID↓ MM Dist↓ MultiModality↑
Top 1 Top 2 Top 3

Human
ML3D

TM2T [21] 0.424±.003 0.618±.003 0.729±.002 1.501±.017 3.467±.011 2.424±.093

T2M [20] 0.455±.003 0.636±.003 0.736±.002 1.087±.021 3.347±.008 2.219±.074

MDM [39] - - 0.611±.007 0.544±.044 5.566±.027 2.799±.072

MLD [10] 0.481±.003 0.673±.003 0.772±.002 0.473±.013 3.196±.010 2.413±.079

MotionDiffuse [44] 0.491±.001 0.681±.001 0.782±.001 0.630±.001 3.113±.001 1.553±.042

T2M-GPT [43] 0.492±.003 0.679±.002 0.775±.002 0.141±.005 3.121±.009 1.831±.048

ReMoDiffuse [45] 0.510±.005 0.698±.006 0.795±.004 0.103±.004 2.974±.016 1.795±.043

Momask [19] 0.521±.002 0.713±.002 0.807±.002 0.045±.002 2.958±.008 1.241±.040

Ours* 0.519±.004 0.713±.005 0.808±.005 0.121±.004 2.955±.011 1.221±.032

KIT-
ML

TM2T [21] 0.280±.005 0.463±.006 0.587±.005 3.599±.153 4.591±.026 3.292±.081

T2M [20] 0.361±.005 0.559±.007 0.681±.007 3.022±.107 3.488±028 2.052±.107

MDM [39] - - 0.396±.004 0.497±.021 9.191±.022 1.907±.214

MLD [10] 0.390±.008 0.609±.008 0.734±.007 0.404±.027 3.204±.027 2.192±.071

MotionDiffuse [44] 0.417±.004 0.621±.004 0.739±.004 1.954±.062 2.958±.005 0.730±.013

T2M-GPT [43] 0.416±.006 0.627±.006 0.745±.006 0.514±.029 3.007±.023 1.570±.039

ReMoDiffuse [45] 0.427±.014 0.641±.004 0.765±.055 0.155±.006 2.814±.012 1.239±.028

Momask [19] 0.433±.007 0.656±.005 0.781±.005 0.204±.011 2.779±.022 1.131±.043

Ours* 0.426±.006 0.645±.007 0.771±.005 0.113±.004 2.817±.021 1.152±.048

Table 3. Quantitative Evaluation on the Base Datasets. Previous baseline models are conditioned on text descriptions from the Hu-
manML3D and KIT-ML test sets. In contrast, our method (denoted as Ours*) is conditioned on audio from the Base Datasets. The symbol
± represents the 95% confidence interval. Results highlighted in bold indicate the best performance, while those underlined represent
the second-best. These results underscore the effectiveness of using audio signals as a conditioning input, showing that audio can be as
applicable as text in human motion generation tasks.

the oral datasets. In terms of quantitative results, following
previous conventions [20, 42], each experiment is repeated
20 times, and the reported metric values represent the mean
along with a 95% statistical confidence interval.

The quantitative results, shown in Tab. 2, reveal
two key findings: (1) Models trained on the original
datasets—whether conditioned on text or audio—perform
significantly worse when tested on oral datasets whose the
semantics representation is more conversational. This un-
derscores the need for our proposed oral datasets to better
align with practical applications. As shown in Fig. 6, it is
evident that for some specific audio instructions, the models
trained on the Oral dataset yield more instruction-congruent
generation outcomes. We attribute this to the higher diver-
sity inherent in the Oral dataset, which enhances the ro-
bustness of the trained models to handle various forms of
instructions. (2) Compared to the text-based method, our
audio-based approach presents similar performance regard-
less of being trained on the original or oral datasets, sup-
porting our hypothesis that audio signals can serve as an ef-
fective alternative to text for semantic conditioning. More-
over, audio signals offer more convenient and efficient in-
teractions in practical applications.

5.2. Comparison to Text-Based Methods

To further assess the effectiveness of audio signals in hu-
man motion generation, we compare our approach with sev-

eral state-of-the-art text-based methods. The experiments
are conducted using the original datasets, where our method
utilizes audio signals as the input condition, while the com-
pared methods are conditioned on text descriptions. Quanti-
tative results are shown in Tab. 3. Our model achieves com-
petitive performance across key metrics, including FID, R-
Precision, and multimodal distance, when compared to the
latest text-based approaches. These results indicate that in-
structive audio can serve as an equally effective condition
as text, offering a comparable representational capacity for
describing human movements explicitly, and also providing
more convenient user interactions.

5.3. Ablation Study

In this section, we undertake an ablation study to exam-
ine the influence of the key components of our model on its
overall performance.

Comparison to Cascaded Method. The previous ex-
periments have demonstrated that audio signals have equiv-
alent semantic representation ability with text for human
motion generation. In many real-world applications, a cas-
caded approach is commonly used, where audio is first
converted into text before being processed by downstream
tasks. However, when the semantic encoding of audio is
sufficiently robust, our proposed end-to-end framework can
achieve significantly higher efficiency than such cascaded
methods. To validate this, we used the small version of



Figure 7. Comparison with Cascaded Method. Our end-to-end method can generate more than 50% faster than cascaded approach, while
maintaining high generation quality.

Framework Pipeline Speed (sample/sec)

End2End (Ours) audio→motion 2.6951
Cascaded audio→text→motion 1.5093

Table 4. Comparison to Cascaded Method. Our end-to-end
framework achieves over a 50% improvement in generation effi-
ciency compared to the two-stage cascaded approach. The speed
means the number of samples generated per second.

Models FID↓ R-top1↑ R-top2↑ R-top3↑ MM Dist↓
Encodec [5] 2.920 0.233 0.370 0.464 5.548
ImageBind [15] 2.712 0.143 0.239 0.309 7.295
WavLM [9] 0.113 0.426 0.645 0.771 2.817

Table 5. Ablation on Pre-trained Audio Feature Extractors.
WavLM’s strong generalization across multiple downstream tasks
leads to better performance in our audio-instructed motion gener-
ation, emphasizing the importance of effective pre-trained models
in enhancing motion synthesis quality.

Whisper [36] for speech recognition. The output texts were
then passed our text-based framework for motion gener-
ation, where texts are encoded with CLIP as input con-
ditions. Performance testing was conducted on the same
NVIDIA A6000 hardware. As shown in Tab. 4, our end-to-
end framework achieves over a 50% improvement in gen-
eration efficiency compared to the two-stage cascaded ap-
proach, while maintaining high generation quality, as shown
in Fig. 7. This highlights the practical advantages of bypass-
ing text conversion in favor of direct audio input for motion
generation.

Pre-trained Audio Feature Extractors. In audio re-
search, numerous pre-trained models are available. To eval-
uate the effectiveness of our chosen WavLM model, we re-
placed it with alternative pre-trained models and conducted
training and testing on the Original KIT-ML dataset. The
results, shown in Tab. 5, demonstrate that WavLM signif-
icantly outperforms the alternatives. This improvement is

Audio Encoding FID↓ R-top1↑ R-top2↑ R-top3↑ MM Dist↓
AvgPool-8 0.733 0.376 0.539 0.627 4.244
AvgPool-32 1.258 0.406 0.581 0.677 3.706
AvgPool-64 0.571 0.408 0.591 0.686 3.640
Conv1d 2.000 0.342 0.503 0.602 4.471
Transformer 0.523 0.496 0.680 0.778 3.259
Mem-Retr(Ours) 0.121 0.519 0.713 0.808 1.221

Table 6. Ablation on Audio Feature Compression for Condi-
tioning. Our proposed memory-retrieval based module demon-
strates a significant improvement over other architectural designs.
This improvement highlights its effectiveness in compressing au-
dio features as conditions, leading to better performance in motion
generation tasks.

likely due to WavLM’s strong generalization across multi-
ple downstream tasks, whereas other models are often opti-
mized for specific tasks.

Audio Feature Compression for Conditioning. As dis-
cussed in Sec. 3.2, the extracted audio features exhibit sig-
nificant variation in sequence length across different sam-
ples, making an effective compression strategy essential for
subsequent audio-conditioned motion generation. We ex-
plored several methods for compressing sequence lengths,
including Average Pooling (AvgPool) to fixed lengths (e.g.,
8, 32, 64), Conv1d, and Transformer Encoder, for encoding
audio conditions. The results, presented in Tab. 6, are based
on models trained and tested on the Original HumanML3D
dataset. The results indicate that AvgPool delivers unsat-
isfactory performance, likely due to its lack of learnable
parameters, which limits its adaptability to varying audio
features. Similarly, Conv1d performs poorly, as its fixed re-
ceptive field struggles to capture long-range dependencies.
The Transformer Encoder, although more capable, still ap-
pears to incorporate irrelevant audio content that is not di-
rectly related to motion description. In contrast, our pro-
posed feature compression module effectively handles the



significant variation in audio sequence lengths, producing
more refined and semantics-aware audio conditions. This
improvement leads to enhanced performance in generating
accurate, audio-conditioned motions.

6. Conclusion

In conclusion, this paper introduces a novel task: mo-
tion generation based on audio instructions. Compared to
text-based interactions, audio offers a more convenient and
natural mode of user interaction in real-world scenarios. We
propose an end-to-end framework built on a masked gener-
ative transformer, enhanced with a memory-retrieval based
attention module to effectively address the challenges of
sparse and extended audio signals. Additionally, we aug-
ment existing text-based datasets by rephrasing textual de-
scriptions into a more conversational, spoken language style
and synthesizing corresponding audio with diverse speaker
identities. Our experimental results demonstrate the effec-
tiveness and efficiency of this framework in generating hu-
man motion directly from audio instructions. For future
work, we plan to explore the unique characteristics of in-
structive audio as conditioning signals, focusing on aspects
that text cannot capture, such as pronunciation, intonation,
and their influence on motion generation.
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