
Towards Real-world Image Dehazing: A Tailored Dehazing Method and A

High-Quality Dataset

Yong Liu∗, Qingji Dong∗, Chao Zhu, Yu Guo, Fei Wang†

National Key Laboratory of Human-Machine Hybrid Augmented Intelligence,

National Engineering Research Center of Visual Information and Applications,

Institute of Artificial Intelligence and Robotics, Xi’an Jiaotong University

Xi’an, China

yongliu@stu.xjtu.edu.cn, dongqingji@stu.xjtu.edu.cn, zhu chao@stu.xjtu.edu.cn,

yu.guo@xjtu.edu.cn, wfx@mail.xjtu.edu.cn

Abstract

Existing dehazing methods face challenges in gen-

eralization due to the lack of paired real-world train-

ing data and tailored models. Recently, some semi-

supervised/unsupervised schemes have been explored

and achieve impressive performance. However, their

performance still depends heavily on synthetic train-

ing data and the introduced prior-based strong con-

straints do not always hold. In this paper, we first

propose a Prior-compensated Multi-stage Dehazing Net-

work (PMDN), which can learn different levels of real-

world haze distribution through multi-stage progressive

learning. To utilize prior knowledge effectively, we in-

troduce a Prior-based Feature Compensation Module

(PFCM), guiding intermediate results with an adaptive

weight. Additionally, we propose a MixCut Consistent

Dehazing (MCCD) strategy to mix paired and derived

images using a cross-cutting scheme, reinforcing dehaz-

ing through consistency principles. We also introduce

RealHQ-HAZE, a new dataset with 200 collected real-

world hazy images, corresponding 200 carefully ren-

dered haze-free images, and additional 1000 varicolored

hazy images transferred from the collected images. Ex-

tensive experiments demonstrate the effectiveness of our

dataset and the superior performance of PMDN over ex-

isting state-of-the-art dehazing methods.

Keywords: Image Dehazing, Image Enhancement,

Prior-based learning, Semi-supervised learning

1. Introduction

Single image dehazing has long been a thriving research

topic over the past two decades, which aims to remove the
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haze from images captured in real-world scenarios and re-

store visually pleasing results. According to the physical

model of the haze process [27, 30], the formation of haze

can be modeled by:

I(x) = J(x)t(x) +A(1− t(x)) (1)

where I , J , t, A and x denotes the hazy image, the haze-free

image, the transmission map, the global atmospheric light,

and the pixel position, respectively.

With the powerful learning capability of CNN, learning-

based methods have shown an explosive popularity in the

field of single image dehazing [7, 40, 32, 11, 13, 26, 31, 18].

Due to the difficulty in obtaining real-world hazy/haze-

free image pairs, these methods mostly focus on the syn-

thetic training dataset [24] with a large domain gap to real-

world data, and do not generalize well to real-world hazy

images. To seek further breakthroughs, some researchers

have turned to construct small-scale real-world image haze

datasets [2, 3, 1, 4] by simulating real-world haze scenes

with professional haze machines. However, due to limited

haze distribution and model over-fitting, methods based on

these datasets tend to suffer from the drop in performance.

Moreover, the lack of various lighting and color tones on

synthetic training datasets also limits the performance of

those methods in diverse haze scenes.

To address the above problems, some semi-supervised

methods [25, 33, 9, 39] and unsupervised methods [37, 22,

16, 40] have been proposed. They introduced unpaired real-

world hazy images into the model training process through

the prior-based constraints, such as dark channel loss[16],

total variation loss[33] and CLAHE reconstruction loss[9].

Despite varying degrees of progress in these methods, their

performance still heavily depends on synthetic training data

in the supervised stage and unrobust enforcing prior con-

straints in the unsupervised stage. In addition, these image

dehazing models ignore tailor-made designs for real-world

image dehazing, leaving much room for further exploration.
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Figure 1. Overview of the proposed dataset and method in this work. (a) We explore the inverse generation of high-quality pseudo-GTs from

diverse real-world haze scenarios, and our RealHQ-HAZE has a smaller domain gap compared to existing synthetic/simulated dehazing

datasets; (b) The proposed PMDN trained on RealHQ-HAZE can completely remove the haze in the image and achieve visually pleasing

results, which significantly outperform other image dehazing methods.

In this paper, we introduce a new real-world image de-

hazing dataset, called RealHQ-HAZE, to replace existing

datasets that have a large domain gap with real-world hazy

images. Rather than seeking a unified paradigm for di-

verse and unknown real-world haze reproduction, we em-

ploy a multi-model guided ground truth (GT) generation

strategy to efficiently convert real-world hazy images into

high-quality pseudo-GTs. Specifically, the introduced strat-

egy utilises dehazing model committee, simple image en-

hancement techniques and style transfer model, respec-

tively, to gradually remove the haze on the image and ob-

tain paired visually realistic pseudo-GTs with negligible do-

main gap to real-world haze-free images. Moreover, in or-

der to further expand the practicality of the dataset for real-

world scenarios, we also generate 1000 derived hazy im-

ages using a diffusion-based data augmentation technique.

These images exhibit a wide range of lighting conditions

and color tones. Examples of RealHQ-HAZE can be seen

in Figure 1(a), Figure 4, Figure 6, and supplementary ma-

terial. Comparative analysis demonstrate that the proposed

RealHQ-HAZE is more effitive against existing image de-

hazing datasets in real-world dehazing task.

In addition, from the perspective of deep models for real-

world image dehazing, we propose a Prior-compensated

Multi-stage Dehazing Network (PMDN), which incorpo-

rates two well-established principles, i.e., progressive learn-

ing and prior-based feature compensation, to address the

real-world image dehazing problem. First, to enhance the

network’s ability to learn real-world haze types and distri-

butions, our proposed PMDN employs a multi-stage pro-

gressive learning strategy to constrain the intermediate de-

hazed results by different weights. Inspired by [12, 44], we

introduce the physical model of the haze process into the

deep feature space at each stage. Second, instead of con-

sidering the existing image prior as a strong constraint and

optimizing the model in an unsupervised manner, we pro-

pose a Prior-based Feature Compensation Module (PFCM),

which integrates the image priors as a non-learnable em-

bedding into each stage of PMDN to efficiently guide the

network to produce the intermediate haze-free results. In

addition, to boost the adaptability of the model in general

haze scenarios, we propose a MixCut Consistent Dehazing

(MCCD) strategy. Specifically, we use paired images and

relevant derived images from our RealHQ-HAZE datasets

to train the network according to the dehazing consistency

principle and the novel cross-cutting scheme. We use su-

pervision constraints to reasonably transfer the uncertainty

of derived data to paired data. Extensive experiments show

that the proposed PMDN can effectively remove the haze

in real-world hazy images while restoring visually pleasing

results. Visual comparisons on a typical hazy image can be

seen in Figure 1(b).

In summary, our main contributions are as follows:

• We propose a new real-world image dehazing dataset

called RealHQ-HAZE, which contains high-quality

hazy/pseudo-GT pairs and additional derived hazy im-

ages with diverse lighting and color tones, which can

further facilitate the research on real-world image de-

hazing.

• We propose a novel Prior-compensated Multi-stage

Dehazing Network (PMDN), which tackles the real-

world image dehazing problem by incorporating pro-

gressive learning, prior-based feature compensation, as

well as the MixCut Consistent Dehazing strategy.
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Figure 2. Comparison of different real-world image dehazing

datasets. Our RealHQ-HAZE dataset has 4 times more image pairs

and additional 1000 varicolored hazy images but takes about 1/4

time against [2, 4], which is efficient and easily implementable.

• Extensive experiments show that the proposed

RealHQ-HAZE performs well in real-world image de-

hazing, and the proposed PMDN can produce impres-

sive results with sharp details and natural tones.

2. Related Work

Recent years have witnessed an explosive spread of stud-

ies focusing on the single image dehazing task. Here, we

refer the readers to for a comprehensive review of the most

relevant datasets and recent methods.

Image Dehazing Datasets. To realize the learning and re-

moval of the haze on the image by the CNN model, RE-

SIDE [24] is a widely used large-scale benchmark that syn-

thesizes hazy images by setting random atmospheric lights

and scatter coefficients. However, the generated hazy im-

ages often exhibit large domain gap from real-world hazy

images, leading to poor generalization ability of models in

real-world scenarios. Furthermore, the real-world hazy im-

ages it contains are outdated and low-resolution, which se-

riously deviates from the trajectory of modern photography,

resulting in suboptimal performance of the dehazing model.

To address this problem, a series of works [4, 1, 2, 3] at-

tempted to collect small-scale real-world datasets using spe-

cialized haze machines. Since the absence of wind was the

most difficult parameter to satisfy, these works took up to 8

weeks to collect datasets with less than 50 pairs of images.

This is inefficient and hard to reproduce, as can be seen from

the comparison in Figure 2. In addition, because the haze

machine can only simulate scenes with limited scene depth

and simple haze distributions, the applicability of models

based on these datasets is also limited. Therefore, it is sig-

nificant to build a new high-quality real-world image dehaz-

ing dataset.

Image Dehazing Methods. The rapid development of neu-

ral networks is greatly advancing the research of single

image dehazing. Qin et al. [31] proposed a feature fu-

sion attention network that combines channel attention with

pixel attention, taking into account different channel-wise

weighted information and uneven pixel-wise haze distri-

bution. Yang et al. [41] proposed a self-augmented im-

age dehazing framework that explores the scatter coeffi-

cient and depth information contained in hazy and haze-free

images. Although significant progress has been achieved,

these methods always fail to process natural hazy images

due to the large domain gap between synthetic/simulated

training data and real-world haze data. To revitalize the

performance of learning-based image dehazing models in

real-world haze scenarios, Li et al. [25], Shao et al. [33] ex-

ploited the prior properties of clean images (e.g., dark chan-

nel prior and image gradients) to constrain the additional

unpaired real-world hazy images. More recently, Chen et al.

[9] proposed a principled synthetic-to-real dehazing frame-

work that integrates multiple physical priors into a prior

loss committee to fine-tune the pre-trained model. Wu et

al. [39] introduced the high-quality codebook priors in VQ-

GAN [14] to the dehazing network, which uses the control-

lable HQPs matching operation to bridge the gap between

synthetic and real domains. Wang et al. [37] introduced

a method projecting image features to orthogonal space to

reduce the relevance between features, and proposed a self

supervised network to assign orthogonal features to haze-

related and unrelated components. Feng et al. [15] con-

struct a new framework by making efforts from imaging

perspective, structural modules, and training strategies to

improve adaptablity in real-world environments. Neverthe-

less, we find that these methods lack special network struc-

ture design that toward to real-world image dehazing and

strong image priore constraints cannot cover diverse real-

world haze scenarios well. In this paper, we aim to inves-

tigate datasets and methods dedicated to real-world image

dehazing task.

3. RealHQ­HAZE Dataset

3.1. Diverse Real­World Hazy Images

To guarantee that the proposed dataset contains a vari-

ety of haze scenarios, we carefully selected 200 real-world

hazy images taken by professional cameras from the Inter-

net. Specifically, these images include a variety of scene

types such as country, city, forest, lake, mountain, and aerial

photography. Due to the different weather conditions at

the time of shooting, the haze distribution of these images

is also different and diverse, which provides the possibil-

ity for the learning-based model to better understand the

haze in the real world. Rather than previous low-resolution

real-world hazy images, our collected images have a high-

resolution from 720P to 2K resolutions, which are widely

used in our lives. Examples of these images are given in the

green panel in Figure 1(a). In addition, we also collected

100 high-quality real-world hazy images RealHQ-Test from

Interent, RESIDE [24], and BeDDE [43] as a test set for

RealHQ-HAZE, called RealHQ-Test, to replace the exist-

ing outdated and low-resolution evaluation set.
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Figure 3. The details of dataset creation process, including the Multi-model Guided GT Generation Strategy and Hazy Images Augmen-

tation Process. We use a Dehazing Model Committee, Simple Image Enhancement Techniques, and a Style Transfer Network (STN),

respectively, to generate high-quality pseudo-GTs with clearly visible details and natural scenes. We utilize InstruxtPix2Pix to generate

derived hazy images with a variety styles.

3.2. High­Quality Pseudo­GTs

As shown in Figure 3, we use a multi-model guided GT

generation strategy to inversely obtain the corresponding

pseudo-GT. Specifically, we first select three existing state-

of-the-art image dehazing models, i.e., EPDN [32], DAD

[33] and PSD [9], and combine them into a Dehazing Model

Committee. We aim to initially remove the haze on the raw

image by Dehazing Model Committee, and get a relatively

clear intermediate result. Due to the different architectural

designs and training strategies, each image dehazing model

has its advantages in dehazing ability and color restoration.

For example, DAD removes most of the haze from the im-

age using its well-designed domain adaptation paradigm.

However, the results suffer from a significant loss of im-

age detail, which can be compensated by the dehazing re-

sults of EPDN. On the other hand, PSD provides brighter

images while removing haze, which can help alleviate the

overall darkening problem observed in EPDN. To mix these

dehazed results into one image based on their respective

advantages, we use the well-known Photoshop to generate

different masks for different results, and realize the image

mixing by Y =
∑3

i=1 Xi ⊗Maski.

To further bridge the domain gap between the mixed im-

ages and the real-world haze-free images, we adjust the

corresponding image properties (such as exposure, texture,

sharpening, and clarity) in Photoshop. Finally, we train a

simplified Style Transfer Network (STN) CycleGAN [45]

to bring the pseudo-GT to more realistic haze-free images.

Note that our final RealHQ-HAZE is carefully selected

from over 600 sets of paired hazy images and pseudo-GTs.

More detailed description can be found in the supplemen-

tary material.

As can be seen from the Figure 4, the generated pseudo-

GT is clear in terms of haze removal and vivid in terms

Real-world hazy images

Corresponding pseudo-GT (hazy-free) images

Real-world hazy images

Corresponding pseudo-GT (hazy-free) images

Figure 4. Examples of different haze scenarios and corresponding

high-quality pseudo-GTs in the proposed RealHQ-HAZE dataset.

of color restoration. In addition, we perform quantitative

comparisons on different real-world datasets in Figure 2. It

can be seen that the proposed dataset has more than 4 times

image pairs and additional 1000 varicolored hazy images

but takes only 1/4 time against than [4, 2], which is easier

to implement.

3.3. Diffusion­based Hazy Image Augmentation

Considering the potential limitations of our initial

dataset, i.e., the lack of illumination and color tones in real-
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driven Feature Aggregation (PFA) and use the well-known image priors to guild the generated intermediate results in the proposed Prior-

based Feature Compensation Module (PFCM).

world haze scenes, and to further expand the diversity of our

dataset, we employ DiffuseMix [20], a diffusion-based im-

age augmentation method, to generate diverse derived hazy

images in different environmental conditions. These im-

ages have similar scenes to the collected hazy images, but

are not pixel-wise equivalent to HQ Pseudo GTs due to the

randomness of the diffusion models in content generation.

Specifically, as shown in Figure 3, the image augmen-

tation process consists of a pretrained diffusion model that

takes a prompt pj from a predefined set of prompts. we

choose a set of 5 prompts, including [“Cold”, “Misty”,

“Sunset”, “Winter”, “Watercolor”]. These prompts

are selected because of their generic nature and applicabil-

ity to a wide variety of images. Along with every prompt

pj , each hazy image Xi would be produced an augmented

counterpart image Xij . The image editing process in ex-

isting diffusion models is usually open-ended, requiring

textual prompts to obtain various image-to-image or text-

to-image transformations. In our case, as the goal is to

achieve a slightly modified but not too different version of

Xi. To preserve the visual information without significant

alterations by the diffusion model, similar to DiffuseMix,

we utilize InstruxtPix2Pix [6] to generate images. This

scheme not only enhances the diversity of our dataset but

also ensures that our data more accurately represents the

wide range of hazy conditions that can be encountered in

real-world scenarios. Considering transferred images are

not pixel-wise equivalent to our Pseudo-GTs, we treat them

as derived images. Figure 6 shows some examples of trans-

ferred hazy images.

4. Proposed Method

To build an efficient dehazing model for real-world haze

scenarios, we define the dehazing task as a multi-stage pro-

gressive reconstruction problem. To achieve this, we pro-

Origin �Cold� �Misty�

�Winter� �Sunset� �Watercolor�

Origin �Cold� �Misty�

�Winter� �Sunset� �Watercolor�

Figure 6. Examples of derived hazy images transferred from the

collected images in the proposed RealHQ-HAZE dataset.

pose a Prior-compensated Multi-stage Dehazing Network

(PMDN). Figure 5 illustrates the overall architecture of the

proposed PMDN.

4.1. Basic Architecture

Given a real-world hazy image X , we first pass it into

a shallow feature extraction unit to extract shallow features

and then fed the shallow features into K continuously de-

hazing stage. In each stage, a basic dehazing module BΦ is

used to generate preliminary dehazed features and a Prior-

based Feature Compensation Module (PFCM) PΦ is pro-



posed to guild the generated intermediate result.

As for basic dehazing module, inspired by [8] with effec-

tive performance in image restoration task, we use the basic

NAFNet’s block to extract profound features from the ini-

tial shallow input at each down-sampling and up-sampling

stage in the basic dehazing module BΦ. Furthermore, un-

like several previous works that use simple skip connections

to integrate the shallow features into the deep features, we

introduce the physics model of the haze process into the

deep feature space and apply the Physical-driven Feature

Aggregation (PFA) to fuse the features from these two lay-

ers for effective feature preserving. In PFCM, more prior

knowledge is introduced to assist the learning of the dehaz-

ing model, and a predicted intermediate result Ei can be

obtained and then be used to further refine the previously

dehazed features f in. In this way, we can get the final de-

hazed result EK (i.e., Y ) through K continuously dehazing

stages.

4.2. Physical­driven Feature Aggregation

To enhance the interpretability of the model in the fea-

ture space dehazing process, we propose a Physical-driven

Feature Aggregation (PFA) scheme to replace the raw skip

connection in BΦ. Specifically, we first reformulate the

Equation 1 as,

J(x) = I(x)V (x)−B(x) + I(x) (2)

where V (x) = 1/t(x) − 1 and B(x) = (1/t(x) − 1) · A.

Then we apply a feature extractor to the Equation 2 and get,

k ⊗ J = k ⊗ (I ⊙ V )− k ⊗B + k ⊗ I (3)

where ⊗ denotes the convolution operator and ⊙ denotes

the Hadamard product. By using K, I, V, and B denote the

matrix-vector forms of k, I, V , and B, respectively, we can

represent the Equation 3 in matrix-vector form,

KJ = KVI−KB+KI (4)

Furthermore, the matrix KV can be decomposed into the

product of EK and the Equation 4 can be rewritten as,

KJ = E(KI)−KB+KI (5)

By doing a few matrix-vector form transformations, we get,

Ỹ = EX̃− B̃+ X̃ (6)

We consider the downsampling layer and its output in

BΦ as the haze feature extractor and X̃, respectively. In the

training process, we drive the unsampling layer to learn E

and B̃. Finally, we obtain deep features Ỹ that are irrelevant

to haze from Equation 6 and pass them to the subsequent
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Figure 7. The details of Feature Fusion Module (FFM) in the pro-

posed PFCM.

decoder unit. The final output of the PFA operations can be

formulated as,

f↑i+1 = PFA
(
f↓i,f↑i

)
= e↑i ⊙ f↓i − b↑i + f↓i (7)

where f↑i = Concatenation [e↑i, b↑i], f↑i and f↓i are fea-

ture maps generated by upsampling layer and downsam-

pling layer, respectively. Our PFA allows BΦ to efficiently

use shallow features and deep features to inversely gener-

ate haze-irrelevant features at different scales and depths,

which is critical for real-world image dehazing.

4.3. Prior­based Feature Compensation Module

Account for the complex and varied weather conditions,

light conditions and color tones that contribute to real-world

haze, it is necessary to introduce more known prior knowl-

edge to assist the learning of the dehazing model. We pro-

pose Prior-based Feature Compensation Module (PFCM)

and introduce two well-grounded image priors, i.e., Dark

Channel Prior [17] and Contrast Limited Adaptive His-

togram Equalization, to guide the dehazing module BΦ to

generate more favorable features. Specifically, we first ob-

tain the predicted result Imodel from BΦ through the HQ im-

age restoration unit. Then, Imodel is concatenated with the

introduced image priors (i.e., IDCP and ICLAHE). Next,

the adaptive weight maps M ∈ R
3×H×W can be generated

by feeding the concatenated image I ∈ R
(3×3)×H×W to an

attention module. Here, we get the intermediate haze-free

result Ei by element-wise multiply the concatenated image

I and the weight maps M ,

Ei = Imodel ⊙M1 + IDCP ⊙M2 + ICLAHE ⊙M3 (8)

where ⊙ operator denotes element-wise multiply. For this

intermediate result Ei, we perform supervised constraint

with the GT. Finally, we use Ei to recalibrate the output

features of BΦ by the Feature Fusion Module (FFM). The

structure of the FFM is illustrated in Figure 7. Based on

the feature fusion attention method [31], we obtain c ∈



MixCut MixCut

P
M

D
N

L
o

s
s

L
o

s
s

X̃p

X̃u

GT

YuQ2

Q1

P2

P1

Figure 8. The details of the introduced MixCut scheme. We randomly select a set of images from all the results of the first dehazing and

perform the MixCut operation on them to get the second input of PMDN. The target images are obtained in the same way. Note that for

the paired data, we use the existing YGT ; for the derived data, we use the final result Yu of the first dehazing.

R
C×1×1 and p ∈ R

1×H×W through the channel attention

mechanism and the pixel attention mechanism, respectively.

The compensated features fout at the current stage can be

formulated as Equation 9 and propagated to the next stage

for further processing.

fout = (ConV s(f in)⊙ c)⊙ p+ f in (9)

4.4. MixCut Consistent Dehazing

To further improve the performance of the proposed

PMDN, we introduce derived part of the RealHQ-HAZE

dataset {Xu} besides the paird part {Xp, YGT } to train the

network and propose a novel MixCut Consistent Dehazing

(MCCD) scheme.

Specifically, given a set of the real-world haze inputs

{Xp, Xu} (denoted as {Ep0, Eu0}), we first get the inter-

mediate results {Epi, Eui}(i = 1, 2, ..,K), where i is the

sequence number of the dehazing stage, and get the corre-

sponding final haze-free images Yp = EpK and Yu = EuK .

For the intermediate results {Epi, Eui}, it is not difficult

to find that all Ei(i = 0, 1, ...,K) are hazy images with

different degrees of degradation under the same underlying

haze-free scenes, which we refer to as the dehazing con-

sistency principle. As MSBDN [11] pointed out that the

dehazing method achieves better results in terms of PoH

(Portion of Haze) on the hazy images of the same scene

but less haze, our goal is to dehaze the images X̃p ∈ {Epi}

and X̃u ∈ {Eui} again through the dehazing consistency

principle to boost the adaptive ability of the PMDN.

As shown in Figure 8, in order to alleviate the uncertainty

caused by derived X̃u, we introduce a MixCut scheme to in-

geniously mix X̃p and X̃u and get P1 and P2. It is noted that

the derived hazy images in our RealHQ-HAZE dataset are

transferred from the paired hazy images. Therefore, com-

pared to directly mixing with other real hazy images, using

our transferred hazy images enables the consistency of the

visual content in the mixed images. We then pass them into

the proposed PMDN to generate corresponding dehazed re-

sults Q1 and Q2. Based on the dehazing consistency princi-

ple that under the same underlying haze-free scenes, we ex-

pect the results predicted from Xu and X̃u to be consistent.

Therefore, we regard the final results of the network Yu as

the target haze-free image of X̃u and get the corresponding

target haze-free image of Q1 and Q2 through perform same

MixCut operation on YGT and Yu.

As for loss functions, we use L1 loss to constrain the

proposed MixCut Consistent Dehazing strategy, as well as

PMDN. Specifically, in multi-stage progressive supervised

dehazing process, we constraint the dehazed results Epi at

each stage:

Lp =

K∑

i=1

ωi |Epi − YGT | (10)

where ωi are the weights. In semi-supervised Mix-Cut Con-

sistent Dehazing process, we perform L1 loss on the re-

dehazed results.

Lh =

2∑

j=1

|Pj −Qj | (11)

The total loss function can be expressed as,

L = Lp + κLh (12)

where κ is the positive weight.

5. Experiments

5.1. Implementation Details

For training, we use the proposed RealHQ-HAZE

dataset containing 200 image pairs and 1000 derived hazy

images. We randomly crop all the images to 256 × 256 and

adopt the Adam optimizer [21] (β1 = 0.9 and β2 = 0.999) to

optimize our model. The proposed PMDN consists of three

stages (i.e., K = 3). We train the PMDN for 200 epochs with
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Figure 9. Visual comparisons of the performance of models trained on different datasets. The first row shows the hazy image and the

qualitative results of models trained on the synthetic OTS dataset [24]. The second row shows the qualitative results of models trained on

our RealHQ-HAZE dataset. Models trained on our RealHQ-HAZE dataset produce haze-free images with higher brightness and clarity.

Best viewed with zooming in.

Table 1. Quantitative evaluations on RealHQ-Test set. The model trained on RealHQ-HAZE derived hazy images achieves better results.

Methods BRISQUE↓ NIMA↑ FADE↓ NIQE↓ CLIP-IQA↑
Ours (Collected unpaired hazy images) 9.369 4.596 1.020 3.359 0.782

Ours (RealHQ-HAZE derived hazy images) 8.974 4.806 0.951 3.286 0.795

an initial learning rate of 10−4, and the batch size is set to 4.

We set ω1 = 0.4, ω2 = 0.7, ω3 = 1 and κ = 0.5. We per-

form quantitative and qualitative experimental evaluations

of the models on the RealHQ-Test set. Both the shallow

feature extraction unit and the HQ image restoration unit

in our PMDN consist of only one convolution layer. The

code and the proposed RealHQ-HAZE dataset will be made

publicly available.

5.2. RealHQ­HAZE dataset vs. Synthetic dataset

Dehazing performance. To demonstrate the advantages of

the RealHQ-HAZE dataset, we further compare the perfor-

mance of five dehazing models (i.e., EPDN [32], MSBDN

[11], FFA-Net [31], PSD [9], and our PMDN) trained on the

synthetic OTS dataset [24] and our RealHQ-HAZE dataset,

respectively. The OTS dataset is a synthetic outdoor hazy

dataset in RESIDE dataset [24]. The qualitative compari-

son is shown in Figure 9. Benefiting from the high-quality

hazy/haze-free sample pairs in our RealHQ-HAZE dataset,

models trained on it achieve outstanding performance in

terms of both details and brightness. It is easy to see that

the results restored by the models trained on our RealHQ-

HAZE dataset have brighter details, sharper edges and a

more realistic visual perception. Further comparative anal-

ysis can be found in the supplementary material.

To demonstrate the effectiveness of the derived hazy im-

ages in RealHQ-HAZE dataset, we select 1000 unpaired

real-world hazy images from the URHI [24], the LIVE Im-

age Defogging Database [10] and the Internet to train our

network using our MixCut Consistent Dehazing (MCCD)

scheme. We employ five no-reference based Image Qual-

ity Assessment (IQA) metrics to quantitatively compare the
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Figure 10. The average ratios and probability that the images of

RH and SH are classified as real-world hazy images and PT and

RF are classified as real-world haze-free images.

results with the origin results. When training on collected

unpaired hazy images, the MixCut operation concatenates

two content unrelated images, which restricts the training

performance. And the lack of illumination and color tones

in collected hazy images also causes limited effectiveness.

As shown in Table 1, we can see that the model using

the derived hazy images in RealHQ-HAZE dataset trained

achieves better score.

Image classification. To verify the advantage of the pro-

posed RealHQ-HAZE dataset, we train a binary classi-

fication network following [42] based on the pre-trained

DenseNet-121 [19]. Specifically, we use a collection of 500



Table 2. Quantitative evaluations on RealHQ-Test set. Our proposed method achieves substantially better results. Best and second best

results are highlighted and underlined, respectively.

Methods BRISQUE↓ NIMA↑ FADE↓ NIQE↓ CLIP-IQA↑

Hazy 20.713 4.217 3.027 4.063 0.557

AOD-Net [23] 19.424 4.303 2.662 3.978 0.635

EPDN [32] 25.144 4.548 2.276 4.947 0.717

FFA [31] 16.786 4.414 1.409 3.642 0.727

MSBDN [11] 10.365 3.808 1.135 3.571 0.743

AECRNet [38] 23.628 4.525 1.120 4.028 0.648

PSD [9] 11.557 4.003 0.818 3.312 0.709

DAD [33] 25.824 4.213 1.206 4.213 0.728

D4 [41] 12.684 3.989 1.110 3.841 0.680

RIDCP [39] 27.943 3.649 1.899 4.485 0.626

KANet [15] 8.048 4.746 2.535 3.680 0.660

Ours 8.974 4.806 0.951 3.286 0.795

hazy images and another set of 500 haze-free images in-

troduced in [10] as the training set and the Binary Cross

Entropy (BCE) loss is adopted to optimize the network pa-

rameters.

In the testing stage, we use the trained model to classify

the following sets of images:

• RH: 200 real-world hazy images in RealHQ-HAZE;

• SH: 200 synthetic hazy images in OTS [24];

• PT : 200 high-quality pseudo-GTs in RealHQ-HAZE;

• RF : 200 real-world haze-free images in OTS [24].

The average ratios and probability of different test sets

are presented in Figure 10. Due to the diversity and com-

plexity of real-world haze, only 64% of SH are classified

as real-world hazy images, which is 28% lower than RH .

In contrast, most of the pseudo-GT (PT ) are classified as

real-world haze-free images, and the domain gap with RF
is only 5%. The classification results show that our dataset

is more suitable for real-world image dehazing task.

5.3. Comparison with State­of­the­Art Methods

To demonstrate the effectiveness of the proposed PMDN,

we perform a series of quantitative and qualitative experi-

ments with several state-of-the-art dehazing methods.

Quantitative evaluation. As shown in Table 2, we first vi-

sualize the quanitative results on RealHQ-Test set of our

method against the following methods: AOD-Net [23],

EPDN [32], FFA [31], MSBDN [11], AECRNet [38], PSD

[9], DAD [33], D4 [41], RIDCP [39] and KANet [15]. Note

that we retrain AOD-Net, EPDN, FFA, MSBDN, AECR-

Net, and PSD with original settings on our RealHQ-HAZE

dataset for fair comparison. DAD, D4, RIDCP, and KANet

are domain adaptation, self-augmented, and real data-based

methods, respectively. Since a paired GT reference does not

exist for real-world hazy image, we used five well-known

no-reference based Image Quality Assessment (IQA) met-

rics to quantify the quality of the dehazed images.

Specifically, BRISQUE [28] and NIQE [29] are two

blind image quality metrics, which can assess the overall

quality of the images from the perspective of image struc-

ture and aesthetics. Our method achieves the best NIQE

score and obtains the second-best BSRIQUE score, slightly

below that of KANet. NIMA [29] evaluates images from a

technical and aesthetic point of view based on a deep object

detection neural network and our method outperforms other

methods again. The Fog-Aware Density Evaluator (FADE)

[10] is a metric to evaluate the haze density of images. Since

it neglects to consider the color restoration and detail recov-

ery of the images, it often leads to inaccurate estimation,

which makes our method inferior to PSD. CLIP-IQA [35]

is a new metric introduced to assess both the quality percep-

tion (look) and abstract perception (feel) of images through

the rich visual language prior encapsulated in CLIP [36].

To distinguish visually pleasing sharp images from low-

quality images with haze residue, blurred details or noise,

we use the antonym [“Sharp photo.”, “Not sharp

photo.”] as the prompt of the CLIP model. As a result,

our method is far superior to other methods. Overall, our

method achieves the competitive scores and shows great su-

periority in real-world image dehazing.

For further fair comparison, we evaluate our method on

two commonly used real-world datasets NH-HAZE [3] and

NH-HAZE 2 [5]. NH-HAZE is a non-homogeneous realis-

tic dataset with pairs of real hazy and corresponding haze-

free images, containing 55 outdoor scenes. NH-HAZE 2

is an artificial dataset for the NTIRE 2021 competition,
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Figure 11. Visual comparisons of different dehazing methods on real-world hazy images, from which we can observe that our method

produces images with natural colors and sharp outlines. Best viewed with zooming in.



Table 3. Quantitative evaluations on NH-HAZE [3] and NH-

HAZE 2 [5] set. Best and second best results are highlighted and

underlined, respectively.

Methods
NH-HAZE [3] NH-HAZE 2 [5]

PSNR(dB)↑ SSIM↑ PSNR(dB)↑ SSIM↑
Hazy 13.33 0.508 13.07 0.602

AOD-Net [23] 14.05 0.529 13.73 0.628

EPDN [32] 14.24 0.637 14.24 0.660

FFA [31] 14.67 0.635 14.50 0.709

MSBDN [11] 14.86 0.638 14.62 0.705

AECRNet [38] 14.32 0.616 14.06 0.686

PSD [9] 13.98 0.577 14.10 0.679

DAD [33] 15.08 0.623 14.74 0.693

D4 [41] 14.59 0.570 14.20 0.666

RIDCP [39] 14.17 0.600 14.24 0.674

KANet [15] 13.69 0.571 14.01 0.643

Ours 15.09 0.643 14.74 0.711

which consists of 25 pairs of non-homogeneous hazy im-

ages and clear images. Considering these two datasets have

paired GT reference, commonly used image quality eval-

uation metrics PSNR (dB) and SSIM can be employed to

evaluate the dehazing performance. The quantitative com-

parison of different methods on NH-HAZE and NH-HAZE

2 is recorded in Table 3, it can be found that our method

achieves the best results, which further verifies the effec-

tiveness of our method in dehazing real-world hazy images.

Qualitative evaluation. We conduct qualitative compar-

isons with several image dehazing methods in Figure 11.

As we can see, the results of EPDN [32] exhibit a notable

amount of colored noise and artifacts, failing to yield clean

results. the results of FFA [31] is insufficient in color repro-

duction and contains noise that affects perception. PSD [9]

and RIDCP [39] do not completely remove the haze in the

images. The results of AECRNet [38] exhibit high contrast

and oversharpening, leading to an unnatural representation

of the images. The results dehazed by DAD [33] and D4

[41] tend to darken the images and fails to restore the de-

graded details. Especially, the results of DAD on the sec-

ond and fourth images are the worst, and the perception

is greatly reduced. Although KANet [15] gains the best

BRISQUE score in quantitative comparison, it tends to lean

towards darker color tones and can’t get visual pleasing re-

sults. In addition, all these compared methods are prone to

stratification in the sky region, which is very evident on the

second picture. In contrast, our method produces visually

pleasing results, achieving the best performance in terms of

haze removal, brightness, and detail recovery. More results

are included in the supplementary material.

Model complexity and inference time. In addition to the

comparison of model dehazing performance, we also com-

pare the complexity and inference efficiency of different de-

hazing models, which are necessary for real-world dehazing

methods but always ignored in previous works. The results

Table 4. Comparison of parameters and latency. Note that latency

is measured with images resized to 1080×1920 on a single Quadro

RTX 8000 GPU.

Methods DAD [33] D4 [41] RIDCP [39] KANet [15] Ours

#Param(M) 52.06 22.90 29.48 55.66 3.79

Latency(s) 0.688 1.833 2.949 0.829 0.736

are reported in Table 4. It can be seen that our model param-

eters are much less than those of several other methods. Be-

cause of the introduction of DCP and CLAHE, our method

is slightly slower than DAD [33], but much faster than the

latest D4 [41], RIDCP [39] and KANet [15].

5.4. Ablation Studies

To verify the effectiveness of significant components

proposed in our overall framework, we perform ablation

studies with four configurations:

(1) w/o PFA. Replace Physics-driven Feature Aggrega-

tion Module with simple residual connection.

(2) w/o PFCM. The model is trained without prior-based

image fusion operation in PFCM.

(3) w/o MCCD. Remove the MixCut Consistent Dehaz-

ing during the semi-supervised training process.

(4) w/o full-stage progressive dehazing. Reduce the

dehazing stages during inference, referred to as Stage1 or

Stage2 in the following.

Qualitative evaluation. We visualize the qualitative re-

sults in Figure 12. It can be seen that without using PFA

to introduce the physical model of the haze process into

the deep feature space, we can see in Figure 12 (b) that

our model cannot decompose and learn the real-world haze

distribution well, resulting in haze residue. Without prior-

based feature compensation, our model fails to generate

clear and bright image, as shown in Figure 12 (c). In ad-

dition, we verify the effectiveness of MixCut Consistent

Dehazing (MCCD) in the comparison of Figure 12 (d) and

Figure 12 and it is obvious that MCCD greatly boosts the

dehazing effect of our model on real-world hazy images.

Furthermore, we provide an example in Figure 12 (f) to

illustrate the effectiveness of multi-stage progressive dehaz-

ing. It can be seen that the haze is removed step by step.

Note that when increasing the dehazing stages to more than

three, there is only a slight performance gain, but at a higher

computational cost. Therefore, we set the number of stages

as 3 (i.e. K=3) in our work.

Quantitative evaluation. We further operate the quanti-

tative evaluation. We choose NIMA [34] and NIQE [29]

metrics to perform the evaluation. As shown in Table 5,

each module we designed in our PMDN has the potential to

improve the NIMA metric and NIQE metric, demonstrating

the effectiveness of physics-driven feature aggregation and

the prior knowledge of dehazing process. It also can be seen

that the application of MCCD during the semi-supervised
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Figure 12. Different configurations and corresponding qualitative results in the ablation study. Each module we designed has the potential

to increase the dehazing performance. Best viewed with zooming in.

Table 5. Quantitative ablation study. Incorporating the modules we designed can increase the NIMA [29] and NIQE [29] metrics score.

Hazy w/o PFA w/o PFCM w/o MCCD Stage1 Stage2 Ours

NIMA ↑ 4.217 4.453 4.380 4.497 4.195 4.311 4.806

NIQE ↓ 4.063 3.501 3.620 3.471 3.825 3.524 3.286

training process can enhance the model’s performance.

Moreover, we evaluate each stage’s dehazing perfor-

mance of multi-stage progressive dehazing process. It can

be observed that two IQA metrics are improved with the

increase in stages, validating the capability of multi-stage

progressive dehazing in PMDN.

5.5. Limitation

Although our method provides a more effective solution

for the real-world image dehazing task, it occasionally ex-

hibits failures, especially in dense haze scenes. It is un-

able to produce satisfactory results for a severely degraded

scene that the texture structure information in the scene is

severely obscured by haze. As generative models continue

to mature, developing stronger haze removal algorithms is

an important avenue for future research.

6. Conclusion

In this paper, we proposed the Prior-compensated Multi-

stage Dehazing Network (PMDN) for real-world image de-

hazing task with high performance. We defined dehaz-

ing as a multi-stage progressive reconstruction problem

and introduced a Prior-based Feature Compensation Mod-

ule (PFCM) to guide the network by non-learnable prior

embeddings. To boost the adaptability of the proposed

PMDN in diverse real-world haze scenarios, we proposed

MixCut Consistent Dehazing (MCCD) strategy based on a

cross-cutting scheme and dehazing consistency principle.

In addition, we proposed a new real-world image dehaz-

ing dataset called RealHQ-HAZE, containing various real-

world hazy/high-quality pseudo-GT pairs and additional

transferred varicolored hazy images. Extensive experiments

show that our RealHQ-HAZE is more suitable for real-

world image dehazing task and our PMDN performs favor-

ably against the state-of-the-art image dehazing methods.
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