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Abstract

Designing a functional occlusal surface for denture
crowns is a complex and vital task in prosthodontics.
Manual design is time-consuming and heavily relies on
the dentist’s experience, as it requires careful consid-
eration of occlusal function. Due to the limitations of
manual design, the field has turned to data-driven meth-
ods for occlusal surface design. However, many of these
methods neglect critical geometric details, such as nor-
mals and curvature, impacting the quality of the oc-
clusal surface. In this paper, we introduce Diff-OSGN,
a novel denture crown occlusal surface generation net-
work based on a denoising diffusion model, which fo-
cuses on generating the detailed geometric structure of
denture crowns. We model the occlusal surface as a
geometry map based on the occlusal plane, incorporat-
ing height and normal maps rasterized from intra-oral
scanning crown. Both maps represent occlusal surface
geometry, and their combination further enhances these
details. Considering the crucial occlusal information,
we extract features from the geometry maps of adja-
cent and occlusal teeth, using them as conditions in the
reverse diffusion process to train our network on opti-
mal occlusal function. Additionally, we define three ge-
ometric operators and corresponding loss functions as
the constraints to better extract geometric features of
the target occlusal surface, such as ridges and grooves,
for adequate supervision. Our results demonstrate that
Diff-OSGN provides quantitatively and qualitatively su-
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Figure 1. Visualization results of the teeth intra-oral scanning
meshes, occlusal surface, and geometry maps. Three rows on the
right are the geometry maps rasterized from the occlusal teeth, ad-
jacent teeth and target tooth meshes, showing the height map and
normal map separately.

perior performance compared to competing baselines
and state-of-the-art methods.
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1. Introduction

Odonto defect, dentition defect, tooth deformation and
edentulous are common and frequently occurring diseases
in humans. The main causes of these diseases are caries,
periodontal disease, trauma, tumors, and congenital malfor-
mations [19]. As the human living environment changes,
the incidence rate of oral diseases is increasing, resulting in
an increasing demand for oral restorations.
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Prosthodontics is a clinical medical science that utilizes
artificial devices to restore missing or damaged teeth and
maintain their corresponding physiological functions. With
the advancement of digital technology, many computer-
aided geometric design (CAD) methods [15, 23] and soft-
wares have emerged in the field of dental restoration. This
advancement enables dentists to digitally design denture
crowns for dental prostheses that meet occlusal function
requirements through the analysis of intra-oral scanning
(IOS) data. In digital prosthodontics, designing denture
crowns is a crucial step, often requiring a large amount of
time from dentists or technicians. Technicians must balance
occlusal function with aesthetic features, making the pro-
cess heavily reliant on the dentist’s expertise. As shown in
Fig. 1, denture design typically involves three surfaces: the
occlusal surface, the polishing surface, and the tissue sur-
face. We focus on the occlusal surface, which is the contact
area between the upper and lower teeth and presents signif-
icant complexity due to its intricate occlusal functionality
requirements.

With the development of artificial intelligence methods,
many data-driven occlusal surface design techniques have
emerged in the field of prosthodontics. These methods can
standardize the design process, improve efficiency, and re-
duce human errors. Additionally, they can leverage large
datasets for learning and optimization, resulting in denture
crowns that better meet patient needs. For example, the
method proposed by Hwang et al. [12] was the first to utilize
a Generative Adversarial Network (GAN) architecture to
generate depth maps of occlusal surfaces. Subsequent stud-
ies [25, 26] have adopted similar GAN-based approaches,
improving the network’s functionality. However, the single-
channel depth maps generated by these methods often lack
significant geometric details. Accurate representation of
ridges and grooves on the occlusal surface is essential for
dental restoration, and single-channel maps fail to capture
this intricate geometry. Therefore, it is imperative to in-
corporate more comprehensive geometric information. We
propose the concept of teeth geometry map based on the oc-
clusal surface generation method. As shown in Fig. 1, the
geometry map contains the height map, which provides pre-
cise spatial information and details of the grooves, and the
normal map, which includes curvature information. Both of
them encompass extensive geometric features to effectively
represent the tooth model’s geometry.

Denoising Diffusion Probabilistic Models (DDPM) [11]
are a novel class of generative models that can generate
structured, high-quality outputs through a sophisticated re-
verse diffusion process. Compared to GANs, diffusion
models typically generate higher-quality images, especially
when handling high-resolution data. This is because diffu-
sion models use a multi-step denoising process that more
accurately recovers image details, while also ensuring a

more stable training process. This capability makes them
ideal for denture crown generation, where the detail is
paramount. These models’ ability to handle complex ge-
ometries and textures aligns perfectly with the intricate de-
signs of denture crowns, reducing the reliance on individual
dentist expertise and ensuring consistent quality across dif-
ferent cases. Additionally, diffusion models can adapt to
varied inputs, allowing for the customization of crowns to
fit unique dental structures, making them a cutting-edge so-
lution in modern dentistry.

Therefore, we present a diffusion-based geometry map
generation network for occlusal surface design. By utilizing
the geometry map and extracting the occlusal information
of adjacent and occlusal teeth, the diffusion model provides
a more detailed and accurate geometric representation of
the denture crown, capturing essential features that single-
channel depth maps may miss. We propose three kinds of
geometric operators and corresponding loss functions to su-
pervise the generation of denture crown geometry maps.
The experimental results demonstrate significant improve-
ments in denture crown generation compared to previous
methods. To summarize, our contributions are as follows:

• We define and utilize the geometry map of tooth crown
data, providing a detailed geometric representation of
the occlusal surface. This approach enables more
comprehensive modeling of denture structures and im-
proves the understanding of tooth geometry.

• We propose three geometric operators and their cor-
responding geometric constraints, designed to capture
intricate details within the occlusal surface, such as
ridges and grooves. This approach effectively repre-
sents the essential features for dental restoration, going
beyond the capabilities of previous methods.

• We present a novel diffusion-based occlusal surface
generation network structure. By extracting features of
adjacent and occlusal geometry maps, we capture es-
sential occlusal information and conditioning the dif-
fusion model. By incorporating the geometry map of
teeth as constraints, we enhance the precision and re-
alism of the generated occlusal surfaces in prosthesis
restoration and outperform previous methods.

2. Related Work

2.1. Digital Dental and Denture Crown Design

With the popularization of computers and the devel-
opment of CAD methods and software [37], more and
more methods have emerged in the interdisciplinary field of
medicine and software engineering, with dentistry also re-
ceiving widespread attention. With the continuous progress
of deep learning, many deep learning methods have also
emerged in dentistry [6], which can use accumulated data
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Figure 2. Overview of our pipeline. We first create the local coordinate system by using the IOS crown mesh data, and then rasterize the
geometry maps of adjacent teeth and occlusal teeth. We use an encoder module E to extract the features of two geometry maps as the
condition c. Through the reverse diffusion process and denoising module G, we iteratively fix the noise from Gaussian noise map XT and
predict the geometry map X0 for the target teeth. We present three geometric operators and their corresponding geometric constraints,
derived from the operators and representing detailed features such as contours and curvatures, to effectively leverage geometry information
during the training process.

for network training and significantly improve the efficiency
of dentists. Among them, there are many methods for den-
tal data analysis, such as cone beam computed tomogra-
phy (CBCT) segmentation [4], IOS model segmentation
[40], tooth anatomical feature detection [7, 31], and teeth
model parameterization [1], etc., which can further im-
prove the digitalization process of dentistry. In orthodon-
tics, there are also methods for predicting tooth alignment
targets [8, 28, 30] and reconstructing dental crown models
from photographs. The detection and classification of den-
tal diseases are also involved [9].

In prosthodontics, there are also related CAD methods
[15] and discussions on deep learning methods [2]. Among
them, [12] is the first article to use conditional GAN for
dental crown design, which only uses simple regression and
discriminant loss. Many GAN networks based on depth
maps obtained from orthogonal projection [24–26, 35] and
3D-DCGAN based on crown voxelization [5] also emerged.

2.2. Diffusion Model in Medical Image

DDPM [11], a class of generative models, have made
significant strides in various deep learning applications
[16]. Unlike other generative networks, such as GAN [3,13]
and Variational AutoEncoder (VAE) [18, 27], a diffusion
probabilistic model defines a forward diffusion stage where
the input data is gradually perturbed over several steps by
adding Gaussian noise and then learns to reverse the dif-
fusion process to retrieve the desired noise-free data from
noisy data samples [11]. Despite the computational burden,
diffusion models are widely applied for their robust pattern
coverage and quality of generated samples in medical image
processing, such as image-to-image translation [20], image
classification [33] and segmentation [33]. Medical anomaly
detection is also an important task in computer vision. In
dentistry, [9] proposes a novel method for detecting abnor-
mal teeth in panoramic X-rays using a hierarchical multi-

label approach.
Image generation is one of the primary objectives of dif-

fusion models. [17] recently proposed DDM, which takes
source and target images and generates intermediate tempo-
ral frames along the continuous trajectory. [14] propose the
first diffusion-based multi-modality MRI synthesis model,
CoLa-Diff, to address the high memory demands and low
practicality in multi-modal synthesis.

3. Method

An overview of our method is illustrated in Fig. 2. Our
goal is to synthesize the target occlusal surface given the
adjacent and occlusal teeth of the target tooth. We represent
the adjacent and occlusal teeth as geometry maps and train
an encoder to extract their features, which serve as the con-
ditions c for the denoising diffusion model. We then train
a denoising network to generate the geometry map of the
target occlusal surface through a reverse diffusion process.
The generated geometry maps are supervised by reconstruc-
tion losses, and we apply three kinds of operators to the
generated maps and corresponding geometric constraints to
ensure a more accurate and satisfactory occlusal surface.

3.1. Definition and Rasterization of Geometry Map

Towards our goal, we model the occlusal surfaces as the
geometry maps X = {n,h}, where n ∈ (S2)H×W repre-
sents the normal map and h ∈ RH×W for height map. Both
the input and output geometry maps adhere to the real data
distribution. For visualization purposes, all visual effects
presented in the paper are converted into the color space af-
ter being cropped by the mask, as illustrated in the right part
of Fig. 1.

To infer the occlusal plane and rasterize geometry maps,
we establish a local coordinate system based on the rela-
tive positions of the target tooth, two adjacent teeth, three
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Figure 3. Occlusal plane based local coordinate system, and the
geometry map rasterization from IOS meshes. (a) According to the
segmentation of meshes, we find the adjacent teeth and occlusal
teeth of our target denture crown, then build the coordinate system.
The green arrow represent the x⃗-axis, the red arrow represent the
z⃗-axis. The deshed blue arrow represents the temporary y⃗-axis,
while the solid one represents the y⃗-axis. And the blue plane is
the inferred occlusal plane. (b) We rasterize the occlusal surface,
which represented by the dark blue lines, from occlusal plane grid
and get the geometry map, which containing the height value and
the normal vector.

occlusal teeth, and one tooth in symmetric position of den-
tition, using their 3D IOS meshes. Specifically, as shown
in Fig. 3, we take the midpoint of two adjacent teeth as
the local coordinate origin, and the mesial to distal direc-
tion of adjacent teeth as the x⃗-axis. We define the direction
from the coordinate origin to the symmetrical tooth as the
temporary y⃗-axis. Then we cross product the x⃗-axis and
temporary y⃗-axis to get the z⃗-axis, and then cross product
the x⃗-axis and the z⃗-axis to get the true y⃗-axis, thus estab-
lishing the local coordinate system. The resulting XOY
plane is defined as occlusal plane. We rasterize the crown
meshes through the occlusal plane grid, where the height
value sampled from each pixel is the z-value perpendicular
to the occlusal plane. Geometry maps Xadj and Xocc are
obtained by rasterizing adjacent teeth and occlusal teeth,
respectively. The target geometry map X0 is obtained by
sampling the target denture crown.

Due to variations in occlusal planes across cases, depth
images generated with the same hyperparameters can be
different between datasets. These discrepancies between
cases hinder the network’s ability to learn effectively. In
contrast to the depth images used in [25, 26], which require
numerous hyperparameters, our method directly rasterizes
the height map of occlusal surface, capturing the true height
values of points relative to the occlusal plane. This approach
better reflects the occlusal relationships between teeth, as it
allows for both positive and negative values (higher or lower
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Figure 4. Encoder module E and denoising module G. The up-
per part shows the structure of condition encoder module, which
encode the adjacent teeth geometry map Xadj and occlusal teeth
geometry map Xocc as the condition c. The lower part shows the
denoising module, which utilizes the condition and time embed-
ding for the reverse diffusion process from Xt to X0.

than the occlusal plane), unlike depth maps which are con-
strained to a 0-1 range. By utilizing these true height values,
our method enhances the network’s robustness, making the
results less sensitive to the hyperparameters typically asso-
ciated with depth rasterization and transformation.

3.2. Feature Extraction

The input of our network is the geometry maps from ad-
jacent teeth Xadj and occlusal teeth Xocc. In order to gen-
erate the geometry map of the target tooth X0, we define a
condition c for denoise diffusion network.

c = E(Xadj ,Xocc). (1)

To extract the geometric features of adjacent and occlusal
teeth, we propose the encoder module E , as illustrated in
the upper part of Fig. 4. The first fully connected layer con-
sists of a doubleConv structure (comprising a 2D convolu-
tion layer, batch normalization, ReLU activation, another
2D convolution layer, and batch normalization). The down-
sampling operation is implemented using a 2D max pooling
layer followed by two doubleConv layers. The second fully
connected layer is applied after flattening the features, fol-
lowed by a linear layer. The encoder module plays a cru-
cial role in capturing contextual features from the surround-
ing structures of the target tooth, i.e., the adjacent and oc-
clusal teeth, thereby contributing to precise and functional
occlusal surfaces.

3.3. Diffusion Framework

The forward diffusion process, is modeled as a Markov
noising process,{Xt}Tt=0, where X0 is drawn from the data
distribution and it represents the target tooth geometry map
in our method. The forward process starts with the clean
and initial data sample X0 and gradually adds noise until it



reaches a standard Gaussian noise distribution XT :

q(X1:T |X0) :=

T∏
t=1

q(Xt|Xt−1), (2)

q(Xt|Xt−1) := N (Xt;
√

1− βtXt−1, βtI), (3)

where t represents the diffusion step, βt ∈ (0, 1) is a hyper-
parameter, and Xt denotes the distribution at noising step
t. Let αt = 1− βt and ᾱt = Πt

s=1αs, the diffusion process
can be computed for any step t in a closed form:

q(Xt|X0) := N (Xt;
√
ᾱtX0, (1− ᾱt)I). (4)

The training process involves learning a reverse diffusion
process that denoises data step by step to recover the orig-
inal data given the condition c. In our context, conditioned
geometry maps synthesis models the distribution pθ(X0|c)
as the reversed diffusion process of gradually denoising the
standard Gaussian XT , we formulate the reverse diffusion
process as a conditional Markov chain as follows:

pθ(X0:T−1|XT , c) :=

T∏
t=1

pθ(Xt−1|Xt, c), (5)

pθ(Xt−1|Xt, c) := N (µθ(Xt, t, c), σ
2
t I), (6)

where c represents the condition, θ represents the neural
network parameters, and µθ is the estimated mean of noise.
Instead of predicting ϵt as formulated by [11], we follow
[21] and predict the unnoised original signal X0 itself, by
reparameterizing µθ:

µθ =

√
αt(1− ᾱt−1)Xt +

√
ᾱt(1− αt)Gθ(Xt, t, c)

1− ᾱn
.

(7)
where Gθ is the denoising module to predict X0, and its
structure is illustrated in the lower part of Fig. 4. The first
fully connected layer and down-sampling operation are sim-
ilar to those in the encoder module. Notably, after process-
ing each layer, cross-attention is applied with the condition
c and temporal condition t. After passing through a linear
layer, the outputs are computed as queries and keys, and
cross-attention is performed by multiplying them with the
original values. These results are then fed into subsequent
modules. In the bottleneck, we utilize doubleConv to pro-
cess the features. The up-sampling operation consists of bi-
linear upsampling followed by two doubleConv layers. The
final fully connected layer is a single 2D convolution layer,
which generates a 4-channel output.

We use cross attention to ensure that the occlusal condi-
tion c from the encoder module and the time embedding t
are fully integrated and influence the denoising module G,
enabling it to generate realistic occlusal surfaces. Since we
directly predict X0 in each diffusion process, we can use
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(a) Consistency Preservation Operator

Height Map Contour
(b) Contour Enhancement Operator

Normal Map Curvature
(c) Curvature Related Operator

Figure 5. Visualization of geometric operators and corresponding
results. Using the Ocp we derive the consistent normal map from
height map. Using the Oce and Ocr for height map and normal
map processing separately, we get the contour image and curvature
image of target occlusal surface.

the reconstruction loss to supervise the resulting geometry
map. Specifically, the reconstruction loss is calculated sep-
arately for the height map and the normal map:

L(θ) :=EX0,t∼[1,T ][Lrecon(X0,Gθ(Xt, t, c))], (8)

Lrecon =λh||h̄− h∗||22 + λn||n̄− n∗||22, (9)

where h̄ and n̄ represent the generated height map and nor-
mal map, and h∗ and n∗ represent the ground truth. To
constrain our generated geometry maps to match the real
distribution, we calculate the norm of the normal map as a
mask and comparing it with the actual mask:

Lmask = ||||n̄||2 −M∗||22, (10)

where M∗ represents the ground truth mask. This approach
ensures that the geometry map aligns with the mask and the
normal map vectors have the correct magnitude, supporting
accurate geometric representation.

3.4. Geometric Operators

We propose three geometric operators to impose geomet-
ric constraints on the generated occlusal surface’s geometry
map. The operators and their corresponding visualization
results are illustrated in Fig. 5. It is important to note that
our operators work directly on the raw data distribution. For
visualization purposes, the results of these operators have
been mapped into a color range to enhance intuitiveness.



Consistency Preservation Operator. The Consistency
Preservation Operator (Ocp, Fig. 5a) is designed to main-
tain geometric consistency by aligning predicted normal
maps with height map gradients. We use the Sobel filters
to the height map to estimate surface normals, thereby en-
forcing geometric constraints through loss calculation:

Ocp(h(x, y)) =
(Sx(h(x, y)),Sy(h(x, y)), 1)

||(Sx(h(x, y)),Sy(h(x, y)), 1)||2
, (11)

Lcpo = ||n̄−Ocp(h̄)||22, (12)

where (x, y) represent the coordinates of the central pixel,
O denotes the corresponding operator, as indicated in the
equation above. Additionally, Sx and Sy represent the So-
bel filters in the two directions, while n̄ and h̄ represent the
predicted normal map and height map, respectively.

We calculate the error between predicted normal map
and consistent normal map derived from predicted height
map as consistency preservation loss Lcpo. This self-
supervised approach improves the geometric consistency
and accuracy of the generated geometry maps for occlusal
surfaces.
Contour Enhancement Operator. During the generation
of the occlusal surface, the ridges and grooves are crucial,
akin to the high-frequency features in images. We design
the Contour Enhancement Operator (Oce, Fig. 5b), utilizing
a Laplacian operator to extract the contours of the height
map:

Oce(h(x, y)) = h(x, y)− 1

N

N∑
i

(ωi · h(xi, yi)), (13)

Lceo = ||Oce(h̄)−Oce(h∗)||22, (14)

where h∗ represents the ground truth height map, N repre-
sents the number of neighbors of the central pixel, which is
set to 24 in this context. We sum the height values of the 24
surrounding pixels at (xi, yi) by setting ωi = 1.

We calculate the error between contours extracted from
our height map and the ground truth as contour enhance-
ment loss Lceo to encourage the network to focus on the
high-frequency regions in the height maps. As mentioned
above, we map the computed values into a color space to
visualize the results, as shown in Fig. 5b. The gray regions
indicate areas where the computed value is zero, suggesting
no significant changes in height. The lighter regions repre-
sent convex areas, while the darker regions indicate concave
areas.
Curvature Related Operator. Additionally, the normal
map of the tooth contains the required curvature information
of the occlusal surface. We design the Curvature Related
Operator (Ocr, Fig. 5c), which uses a N-neighbor cross-
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Figure 6. Visualization of four kinds of 1st molar frame and geom-
etry map at different positions. There are differences in buccolin-
gual direction of four positions teeth.

product method to extract the curvature related features:

Ocr(n(x, y)) =
1

N

N∑
i

(n(x, y)× n(xi, yi)), (15)

Lcro = ||Ocr(n̄)−Ocr(n∗)||22, (16)

where n∗ represents the ground truth normal map, N is set
to 24. We calculate the curvature error as the curvature re-
lated loss Lcro. This operator and loss function supervise
the computed curvature information of occlusal surfaces
through the normal map to enforce geometric constraints
on the teeth, thereby assessing local geometric variations.

By applying these operators, the geometry maps gain
significant detail and accuracy, ensuring that the occlusal
surfaces are both visually and functionally realistic. This
methodology underscores the robustness of the proposed
approach, as the operators help maintain the integrity of the
dental features within the raw data distribution.

3.5. Loss Function

During the training process, we use a composite loss
function to enable the network to learn reconstruction and
enhance geometric details. The total loss function is as fol-
lows:

L = Lrecon+λmLmask+λcpoLcpo+λgeoLceo+λgeoLcro,
(17)

where λ are the weights of the corresponding loss function.
Specifically, the reconstruction loss Lrecon is calculated
separately for the height map and the normal map. Based on
the need to balance the data distribution and empirical ex-
perience, ensuring each loss term contributes equally during
optimization, we set λh = 1 and λn = 10 as their respec-
tive weights. The weights of other losses are λm = 0.1 for
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Figure 7. Visualization of the results of our network. (a)-(h)Eight cases from our testing dataset, containing teeth in different positions.
In each case, the first columns represent the input geometry maps Xadj and Xocc. The following five columns display the target tooth’s
height map, normal map, contour image, curvature image, and reconstructed point cloud with adjacent teeth. The two rows are the ground
truth target tooth and the results from our network. The results are zoomed in to clarify the details.

mask loss Lmask, λcpo = 0.1 for consistency preservation
loss Lcpo, and λgeo = 0.01 for contour enhancement loss
Lceo and curvature related loss Lcro. We analyzed the λgeo

in the ablation study Section 4.4, which is the most impact-
ful.

4. Experiment

4.1. Dataset and Settings

Dataset. Our dataset was sourced from the intra-oral scan-
ning data of 319 normal occlusion patients. We employed
the method described in [40] for semantic segmentation and
labeling of our dataset. Specifically, we focused on the first
molars(e.g., sixth tooth from the midline), selecting cases
where both adjacent and occlusal teeth were present. This
resulted in a dataset comprising 197 #16 teeth, 189 #26

teeth, 188 #36 teeth, and 197 #46 teeth. For network train-
ing, we randomly divided the dataset into three groups: 70%
for training, 15% for testing, and 15% for validation.

After obtaining the semantic information of the teeth,
we selected the appropriate segmented tooth meshes. Fol-
lowing the method described in Section 3.1, we performed
mesh rasterization to calculate the geometry map. Data
pairs were then constructed using adjacent and occlusal
teeth as inputs and the target tooth as the output. As shown
in Fig. 6, it is worth noting that the local coordinate sys-
tems created for different teeth exhibit some variations in
the geometry maps.
Implementation Details. We use the Adam optimizer with
an initial learning rate of 0.001, which linearly decays to 0
from 15,000 to 30,000 epochs. The network is implemented
using PyTorch and trained on a single NVIDIA RTX 3090ti



Table 1. Ablation Study Results.Green shades indicate the optimal results, while light red shades signify a decline in performance.

Metric RMSE↓ PSNR↑ SSIM↑ Angle↓ Cont↓ Curv↓ FID↓ LPIPS↓
height normal height normal height normal

w.o. normal 0.340 - 21.17 - 0.903 - - 0.162 - 177.8 0.105
w.o. Lmask 0.322 0.121 21.77 20.73 0.908 0.883 3.618 0.164 0.262 82.81 0.079
base 0.314 0.125 21.31 20.38 0.906 0.881 3.733 0.164 0.268 80.08 0.084

w.o. cpO 0.297 0.125 22.34 20.76 0.912 0.882 3.415 0.162 0.259 79.67 0.084
w.o. ceO 0.321 0.118 21.65 21.02 0.906 0.885 3.085 0.164 0.245 71.34 0.072
w.o. crO 0.302 0.120 22.08 20.36 0.908 0.883 3.279 0.163 0.269 75.73 0.079
All 0.293 0.110 23.57 21.21 0.915 0.885 2.987 0.160 0.220 72.17 0.070

(24 GB memory) GPU. The encoder module outputs condi-
tion c and time embedding features are of 256 channels. We
set the diffusion step t to 200 and the batch size to 8. The
geometry map was rasterized at a resolution of 512 × 512,
corresponding to a spatial resolution of 16 pixels per mil-
limeter.

4.2. Evaluation Metrics

To evaluate the generated crown geometry map, we em-
ployed various image-based metrics by projecting the geo-
metric map onto images. It is noteworthy that these metrics
are computed on height maps that have undergone a mask-
ing process and been converted to grayscale images scaled
from 0 to 255. The mask is derived from pixels where the
second norm of the normal vector exceeds 0.5. The same
process is applied to the normal maps.

We evaluated the height map and normal map separately
using Root Mean Square Error (RMSE) [25], Peak Signal
Noise Ratio (PSNR) [26], Structural Similarity Index Mea-
sure (SSIM) [29]. Additionally, we calculate the mean an-
gle (Angle) between generated normal map n̄ and ground
truth n∗

i :

Angle(n̄,n∗) = mean(arccos
n̄i · n∗

i

||n̄i|| · ||n∗
i ||

). (18)

For methods lacking a normal map output [5, 25], Ocp
will be employed to derive the normal map from generated
height map. Using Oce and Ocr, we can derive contour and
curvature maps from the generated target geometry map,
which enables us to compute RMSE as evaluation metrics
for these maps (Cont and Curv). By reconstructing the point
cloud from the height map, we calculated the Chamfer Dis-
tance (CD) to evaluate the errors of the reconstruction:

CD(P̄ , P ∗) =
∑
p̄∈P̄

min
p∗∈P∗

||p̄−p∗||22+
∑

p∗∈P∗

min
p̄∈P̄

||p∗−p̄||22,

(19)
where P̄ represents reconstructed point cloud from height
map, and P ∗ represents ground truth point cloud. To fur-
ther evaluate the rationality of the generated model results

in terms of data distribution, we utilized Fréchet Inception
Distance (FID) [10] and Learned Perceptual Image Patch
Similarity (LPIPS) [36]. Additionally, for 3D methods com-
parison, we included Hausdorff Distance (HD), Density-
aware CD (DCD) [32], and F-score as evaluation metrics.
We aim to demonstrate the effectiveness and reliability of
our method through multiple evaluation metrics.

4.3. Qualitative Evaluation

As illustrated in the Fig. 7, the visualized results of the
geometry map for the occlusal surfaces generated by our
method demonstrate its effectiveness. Compared with the
ground truth, it is evident that our method produces favor-
able results across different tooth positions. Additionally,
we utilized Oce and Ocr to compute the contour and cur-
vature images. It can be observed that our results align well
with the ground truth in terms of dental grooves. Further-
more, we reconstructed the dental crown point cloud based
on the geometry map, demonstrating satisfactory results. As
illustrated in Fig. 7, we demonstrate two cases (g, h) involv-
ing incomplete teeth as inputs. The experimental results in-
dicate that our network is capable of generating accurate
occlusal surfaces even when provided with low-quality in-
put data. Notably, in certain instances, the generated results
exhibit superior visual quality compared to the ground truth.

4.4. Ablation Study

In order to verify the effectiveness of the network and
loss functions design in this paper, we conducted ablation
experiments, as shown in Table. 1. The first row indicates
that the input and output include only the height map, ex-
cluding the normal map. In the second row, both the height
map and normal map are included to build the complete ge-
ometry map, along with the reconstruction loss Lrecon, but
without the mask loss Lmask. The base method in the third
row represents the baseline model, where the mask loss
function is incorporated alongside the geometry map. Un-
like the complete method in the 7th row, which includes all
three geometric operators, the fourth to sixth rows demon-
strate the results when the complete model has one geomet-
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Figure 8. Visualization results of ablation study of our networks.
Four columns in right represent the network without normal map,
the base network, the network with all geometric constraints, and
the ground truth results separately. We visualize the height maps
and contour images.
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Figure 9. Visualization results of ablation of diffusion step t set-
ting. Four columns in right represent the results of different step
t models separately. We visualize the normal maps and Curvature
images.

ric operator removed.
As shown in the Table. 1, incorporating the normal map

and mask loss significantly improves the generation of the
geometry of the occlusal surface. The generated height
maps and corresponding contour images of our networks in
different structure is shown in Fig. 8. It can be observed that
the network without the normal map and associated con-
straints may result in poor performance, deviating signifi-
cantly from the true height map in terms of shape, position,
and contribution.

This demonstrates that the normal map in our geome-
try map effectively preserves the geometric information of
the occlusal surface. Compared to the network with full
geometric constraints, the results from the base network
show less pronounced depth variations at the ridges and
grooves. Additionally, our geometric operators also play a
crucial role in enhancing geometric detail. When the Con-
sistency Preservation Operator Ocp is removed, the consis-
tency between the generated height and normal maps de-
creases, leading to a drop in normal metrics and data distri-
bution metrics such as FID and LPIPS. Similarly, when the
Contour Enhancement Operator Oce and Curvature Related
Operator Ocr are removed, the accuracy of the height map
and normal map is adversely affected.

As shown in Fig. 9, we conducted experiments with dif-
ferent diffusion steps t. The results demonstrate that, for
our architecture, an appropriate number of diffusion steps
,e.g. t = 200, not only improves the quality of the gener-

GroundTruth

Figure 10. Visualization results of ablation study in different λgeo.
Each row presents one cases corresponding to different λgeo set-
ting. Zoom in to focus on the grooves of the generated occlusal
surfaces.

ation but also significantly enhances both training and in-
ference efficiency. As the value of t increases, the details
gradually become distorted, the generated crowns exhibit
noticeable artifacts in regions such as grooves and edges.
This phenomenon is attributed to the ability of our network
to more effectively capture the fine-grained features of the
data, thereby reducing the reliance on a larger number of
diffusion steps.

Besides, we conducted ablation experiments to evaluate
the impact of our hyperparameter λgeo on the generated
occlusal surfaces. The results are summarized in Fig. 10,
which shows the changes in the clarity of the grooves on
the generated teeth as λgeo varies from 0 to 0.1. The re-
sults show that as λgeo increases from 0, the grooves on
the generated teeth become clearer, reaching optimal clarity
at λgeo = 0.01. As λgeo continues to increase to 0.1, the
grooves start to appear abnormal and overly pronounced.
In conclusion, the hyperparameter λgeo plays a crucial role
in controlling the clarity and realism of the grooves on the
generated occlusal surfaces.

4.5. Comparison

To verify the effectiveness of the method presented in
this paper, we modified several existing 2D image genera-
tion models and several point cloud completion models to
work with our dataset for comparison.

Specifically, we adapted networks based on GANs such
as Pix2Pix [13] and CycleGAN [38], networks based on
VAEs [18] like VQVAE [27], and DDPM [11]. To ensure
a fair comparison, we modified the structure of their output
layers: first, we increased the number of output channels
to 4, which include the n normal vectors and the h height.
The modifications involved altering the data input and out-
put of these networks to use our geometry maps. This con-



Table 2. Comparison Results of Different Methods.
Units are dB for PSNR, degrees for Angle, and mm for CD. Darker green shades indicate superior performance.

Metric RMSEn ↓ PSNRh ↑ SSIMh ↑ Angle↓ Cont↓ Curv↓ CD↓ FID↓ LPIPS↓
Pix2Pix [13] 0.159 16.44 0.884 4.393 0.211 0.382 1.215 242.9 0.161
CycleGAN [38] 0.254 10.52 0.773 7.410 0.265 0.713 2.102 370.7 0.386
VAE [18] 0.115 22.33 0.909 3.340 0.169 0.262 1.184 295.0 0.081
VQVAE [27] 0.108 23.01 0.903 3.472 0.164 0.236 1.046 120.9 0.080
DDPM [11] 0.149 17.88 0.889 4.399 0.162 0.325 1.027 164.1 0.122
3DCGAN [5] 0.136 22.44 0.910 4.248 0.209 0.401 1.301 585.0 0.076
DCPRGAN [25] 0.103 24.27 0.914 3.100 0.205 0.218 1.113 132.2 0.075
Our 0.110 23.57 0.915 2.987 0.160 0.220 0.959 72.17 0.070
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Figure 11. Visualization results of comparison experiments with the other methods. There are four cases from our test dataset, where the
left two columns represent the input geometry maps. Each of the right columns represent the geometry map results of the target tooth
generated by eight different methods, alongside the ground truth.

version ensured that the output reflected the actual height
and normal value distributions, rather than normalizing the
results to the 0-1 range used in image generation networks.
Then we trained these models on the same dataset to ob-
tain comparable results. Besides, we have modified point
cloud completion methods, such as CRA-PCN [22], Geo-
Former [34], and SVDFormer [39], to conduct comparative

experiments with 3D-based methods. Specifically, we used
the mesh vertices of adjacent teeth and occlusal teeth from
the dataset as the initial partial point cloud input. By ap-
plying Farthest Point Sampling (FPS), we ensured that the
input point cloud consists of 2,048 points. For the output,
we sampled 16,384 points from the complete tooth to con-
struct a training dataset for the point cloud completion task.



Table 3. Comparison Results of Point Cloud Completion Methods.
Units are mm for CD, HD, DCD. The threshold of F-score is
0.3mm.

Metric CD↓ HD↓ DCD↓ F-score↑
CRA-PCN [22] 1.018 8.289 0.347 0.324
GeoFormer [34] 1.100 9.928 0.415 0.319
SVDFormer [39] 1.213 10.22 0.411 0.321
OUR 0.959 2.606 0.221 0.401

GroundTruthOursSVDFormerGeoFormerCRA-PCN

Figure 12. Visualization of three cases compared with the other
point cloud based methods. The yellow point cloud are the input
adjacent teeth, and the gray point clouds are the output of different
methods.

Additionally, we compared two methods for generating
occlusal surfaces of dental crowns. The first method, pro-
posed by Ding et al., uses 3D voxelized data and a method
based on 3DCGAN [5]. We voxelized our data for training,
and it is worth mentioning that we directly used height for
voxelization without utilizing normals. The second method,
DCPRGAN [25], proposed by Tian et al., predicts occlusal
surfaces based on depth maps. We projected our height map
into image space as a depth map for training. For both of
the above methods, during testing, we projected their gen-
erated voxel data or depth images back into our height map
space first for evaluation. Since their networks outputs do
not include normals, the normal map was derived from the
height map.

As shown in the Table. 2, our method performs slightly
lower than some methods in pixel-by-pixel metrics such
as MSE and PSNR. However, it significantly outperforms
other methods in metrics such as FID and LPIPS. Observing
the visualized images in Fig. 11, we notice that the pixel-
by-pixel indices show a rough similarity in shape to the
ground truth, resulting in a lower average error. However,
the lack of geometric details makes these images appear
more blurry, and traditional models struggle to capture rich
geometric details. This is because diffusion models, like
other generative models, are weaker in pixel-by-pixel met-
rics but excel in capturing data diversity and high-frequency
detail features. The superior performance in feature-based
evaluation metrics, such as FID and LPIPS, suggests that
the results obtained by our method are more aligned with

Pix2Pix CycleGAN VAE

VQVAE DDPM 3DCGAN

DCPRGAN

Ours GroundTruth

Input Geometry Map

Occlusal Teeth Mesh

0

Occlusal Distance(mm):

2

CRA GEOFormer
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Figure 13. Visualization of occlusal distance compared with the
other methods. The left side displays the input geometry map and
the mesh of the occlusal teeth. We visualized the occlusal distance,
where red areas indicate tight occlusion. A larger red area signifies
a better occlusal fit for the denture.

the real data distribution.

As shown in Fig. 12, we visualized the geometry map
generated by our method by converting it into a point cloud
and compared it with the results of point cloud comple-
tion methods. It can be observed that the crowns gener-
ated by our method exhibit better performance in capturing
details such as grooves. As illustrated in Table. 3, com-
pared to 3D-based methods, although the dimensions differ,
our image-based approach achieves higher resolution and
places greater emphasis on the occlusal surface, which may
correspond to features along a single dimension in 3D rep-
resentations.

The most crucial aspect of occlusal surface design is the
occlusion. We reconstruct the geometry maps generated by
various methods into point clouds with normals, then fur-
ther reconstruct the occlusal surface meshes. To analyze the
occlusal function, we calculated the distance between the
vertices of the reconstructed denture mesh and the occlusal
teeth mesh. The results are shown in the Fig. 13, where red
areas represent regions of tight occlusal contact. It is evi-
dent that the mesh reconstructed by our method meets the
best occlusion, indicating that the geometry produced by
our method is more stable and that the occlusal areas match
the ground truth more closely, resulting in the optimal oc-
clusal relationship.



Table 4. User Study Results.
Darker green shades indicate greater satisfaction.

Metric Average Rank↓ Satisfaction Rate↑
Pix2Pix 7.92 14.8%
CycleGAN 8.04 8.9%
VAE 6.10 31.5%
VQVAE 4.58 70.9%
DDPM 3.15 80.1%
3DCGAN 7.15 14.6%
DCPRGAN 3.90 65.3%
Our 2.04 93.4%
Ground Truth 2.12 -

4.6. User Study

We invited 6 professional prosthodontists, 3 techni-
cians, and 12 resident physicians to evaluate the gener-
ated occlusal surfaces of eight different methods for den-
ture crowns, including our method and the ground truth.
Participants were asked to rank the results of these meth-
ods based on their quality and assess whether each result
was satisfactory for prosthodontic treatment. The survey
results are summarized in Table 4, which shows the average
ranking and the percentage of participants who rated each
method as the best. Our method received the best average
rank and satisfaction rate, indicating that it outperformed
both the ground truth and other methods. Specifically, our
method achieved a 93.4% approval rating, demonstrating
its superior performance and high quality in generating oc-
clusal surfaces.

In conclusion, the survey results, supported by the ex-
pertise of professional prosthodontists, demonstrate that our
method for generating denture crowns is the most effective,
providing results that even surpass the quality of clinical
measurement data in some cases.

5. Conclusion

In this study, we introduced a novel approach for design-
ing occlusal surfaces of dental crowns in prosthodontics to
address the challenges associated with occlusal functional-
ity. We developed a data-driven method using a diffusion
structure for generating occlusal surfaces. By leveraging
geometry maps, our method effectively captures and pro-
cesses the intricate geometric relationships above adjacent
teeth, occlusal teeth, and the target denture crown. We de-
fine three geometric operators and geometric constraints,
which play a crucial role in enhancing the geometric details
of the generated occlusal surfaces, and enable the genera-
tion of more precise and functional dental crowns to address
the intricate demands of occlusal design. Our method not
only streamlines the design process but also enhances the
precision and consistency of the generated crowns, reduc-

ing the reliance on manual design and the potential for hu-
man error. Compared with previous methods, our method is
more effective, robust, and explainable in occlusal surfaces
design.

In denture design, the occlusal function of the first mo-
lar (tooth #6) is particularly important, and it also has a
higher incidence of dental issues. Therefore, we focus on
the design of the occlusal surface for the first molar. For
other molars, our general baseline method can be applied to
generate the occlusal surfaces. However, our method can-
not be directly used for the design of dentures for incisors
and canines. Firstly, the occlusal surfaces of incisors and
canines are not parallel to the occlusal plane of the dental
arch, which causes our rasterization of the geometry map
to become ineffective. Secondly, designing the incisors and
canines denture, the occlusal surface is less critical; more
attention is needed for the polishing surface, with a greater
emphasis on aesthetic considerations. Our future work in-
cludes creating a larger dental dataset that encompasses
a wider variety of teeth, allowing for different sampling
planes in geometry map creation tailored to various types
of teeth. And we plan to explore simplified diffusion model
computation strategies to achieve faster inference. This will
enable efficient deployment in resource-constrained clinical
environments. Additionally, we plan to incorporate more
anatomy-based priors, such as manually annotated dental
grooves, to enhance the precision and applicability of our
model.
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