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Abstract

Skin lesion segmentation is essential for early disease
detection and treatment planning in computer-aided di-
agnostic systems. However, U-Net faces challenges in
handling long-distance dependencies and fully utiliz-
ing semantic information. Additionally, feature redun-
dancy in channels and asymmetric supervised learning
can lead to irrelevant features, resulting in suboptimal
segmentation accuracy. To tackle these challenges, this
paper presents a dermatological segmentation method
that improves inter-channel and spatial features. The
method introduces a compression excitation module and
a channel mixing network, boosting both feature ex-
traction capabilities and channel information exchange.

Furthermore, the integration of a cross-region atten-
tion mechanism enhances the modeling of long-distance
dependencies and spatial feature perception. The pro-
posed approach also integrates a feature distillation loss
function, which facilitates a balanced supervision mech-
anism between the encoder and decoder. This effec-
tively minimizes redundant information within the U-
Net architecture. Experiments conducted on the pub-
licly available skin lesion datasets ISIC2016, ISIC2017,
and ISIC2018 demonstrate that the proposed approach
attains substantial performance enhancements in skin
lesion image segmentation, showcasing its strong com-
petitiveness.

Keywords: skin lesion segmentation,inter-channel fea-
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ture enhancement,spatial feature enhancement,feature
distillation loss function

1. Introduction

Skin diseases, such as skin cancer, psoriasis, and eczema,
are prevalent health issues globally, significantly affecting
patients’ quality of life. According to statistics, millions of
new cases are diagnosed each year, and this number con-
tinues to rise[1]. Early identification and treatment of skin
disorders is critical to optimizing patient outcomes, yet the
process presents numerous challenges. Traditional diag-
nostic methods rely on physicians’ experience and subjec-
tive judgment, which may lead to misdiagnosis or missed
diagnosis. Advancements in medical imaging technology
have made image analysis a key tool in aiding skin disease
diagnosis. Especially in images of skin lesions, accurate
segmentation of the lesion area is important for quantify-
ing lesion characteristics, evaluating treatment effects and
formulating personalized treatment plans. However, due to
the diversity of morphology and texture of skin lesions, tra-
ditional image segmentation methods are often difficult to
achieve satisfactory accuracy[9, 8].

Recently, deep learning methods, particularly convolu-
tional neural networks(CNNs), have accomplished signifi-
cant advancements and demonstrated impressive results in
medical image segmentation[33, 12, 45]. U-Net[36] is a
notable instance of the CNN-based model, renowned for its
uncomplicated architecture and scalability. A multitude of
subsequent enhancements have been derived based on this
U-shaped framework[10, 51, 38, 39, 40]. TransUnet[7], a
pioneer in Transformer-based modeling, was the first to use
a visual Transformer (ViT) in the encoding phase[13] to
extract features and utilized CNNs in the decoding stage,
showing its significant advantage in capturing global in-
formation. Subsequently, TransFuse[50] utilized a paral-
lel architecture combining ViT and CNN to simultaneously
capture both local and global features. In addition, SWin-
UNet[5] integrates Swin Transformer[28] and U-shape ar-
chitecture and proposes a U-shape model completely based
on Transformer for the first time.

Models based on CNNs often confront issues in cap-
turing long-range dependencies within images effectively,
largely because their receptive fields are limited to local re-
gions. This constrains their capacity to handle spatial fea-
tures and inter-channel information. Moreover, while the U-
Net structure excels in applications like medical image seg-
mentation, it can suffer from issues such as feature redun-
dancy and unbalanced supervision, which may negatively
impact segmentation accuracy.

To solve these problems, this paper presents a der-
matological segmentation strategy that combines inter-
channel and spatial feature enhancement, incorporating var-
ious techniques optimized for medical image segmenta-

tion to showcase its potential in such tasks. Specifically,
the method proposes an inter-channel feature enhancement
module(CM-SSM) that combines compressive excitation
and channel mixing, and a spatial feature enhancement
module (CRA) based on cross-regional attention. The CM-
SSM strengthens the network’s feature extraction, channel
information exchange, and local feature capture by learn-
ing the channel weights of the input feature map; CRA
effectively combines regional information with channel at-
tention, enhancing the network’s capability to model long-
range dependencies. Furthermore, this paper integrates Bi-
nary Cross-Entropy and Dice loss functions by incorporat-
ing cross-feature and internal feature distillation losses[44].
This approach aids in balancing supervision between the U-
Net’s encoder and decoder, while also reducing redundant
information within the model.

In this study, a series of comprehensive experiments
were carried out on segmentation tasks involving skin le-
sions, aiming to demonstrate the effectiveness of the pro-
posed method in the field of medical image segmenta-
tion. Specifically, this study performed thorough evalua-
tions on the standard datasets ISIC2016[21], ISIC2017[4],
and ISIC2018[11]. The experimental results highlight the
method’s capability to achieve outstanding results.

The remainder of the paper is structured as follows: Sec-
tion 2 summarizes the relevant research. Section 3 outlines
the detailed implementation of the proposed method. Sec-
tion 4 describes the setup and results of the experiment in
detail. Section 5 summarizes the main findings of this study
and explores possible paths for future research.

2. Related work

2.1. U-Net

Medical image segmentation has consistently posed
challenges. In recent years, the application of deep learn-
ing technology in this area has been expanded signifi-
cantly, leading to notable advancements. U-Net[36], as
a benchmark network architecture in the field, is known
for its encoder-decoder structure, which can efficiently ex-
tract and process image features. CE-Net[19] further inte-
grates the contextual information encoding module to en-
hance the sensory field and semantic representation of the
model. UNet++[51] introduces a nested U-Net architecture
that enhances segmentation accuracy by integrating multi-
scale feature fusion. Besides convolution-based methods,
Transformer-based models have also gained significant at-
tention. Vision Transformer[13] demonstrated the effective-
ness of Transformer in image recognition tasks. Medical
Transformer[43] and TransUNet[7] incorporated the Trans-
former architecture into the field, resulting in impressive
performance. In addition, the attention mechanism[41] and
multi-scale feature fusion[23] and other techniques have



also been extensively applied in tasks of the field. 3D seg-
mentation models like multi-gated loop units[2] and effi-
cient multi-scale 3D CNN[26] have also demonstrated no-
table success. Recently, Mamba[16] achieved a significant
breakthrough by incorporating selection mechanisms and
hardware-aware algorithms into previous work[17, 20, 32],
enabling linear-time inference and an efficient training pro-
cess. Building on the accomplishments of Mamba for
vision applications, Vision Mamba[27] and VMamba[52]
utilize bi-directional Vim blocks and cross-scan modules,
each serving to capture global visual contexts that depend
on data. Meanwhile, VM-UNet[37] and U-Mamba[31]
demonstrate excellent performance in medical image seg-
mentation.

2.2. State Space Modeling

The State Space Model (SSM) is a mathematical frame-
work commonly employed in control theory and signal pro-
cessing to represent the dynamic behavior of a system’s
state as it evolves. By defining a set of state variables
and their alteration rules, SSM is capable of capturing the
dynamic behavior of the system. Its computational com-
plexity increases linearly in proportion to the extent of the
input sequence, and it is globally perceptive, which ren-
ders SSM particularly efficacious in processing sequence
data. Mamba Modeling [27]. is an application of SSM to
natural language processing and vision tasks, which pro-
vides a new solution to visual perception tasks by com-
bining the global information capture capability of SSM
with the advantages of deep learning. In 2024, Liu et al.
applied SSM to the field of vision and introduced Visual
Mamba[27], a model that not only captures global informa-
tion in images but also manages computational resources
and time effectively. The application of SSM in vision
tasks has been extended to several domains, including im-
age classification[3, 6], video processing[48], event cam-
era data processing[53, 46], etc. In the domain of medical
image analysis, the use of SSM has resulted in substantial
breakthroughs. An example is the U-Mamba model[31],
which integrates the high efficiency of CNN in local fea-
ture extraction and the advantages of SSM in global infor-
mation capture, thus improving the accuracy of segmenta-
tion. To reduce the computational resource consumption of
SSM models, researchers have performed a series of opti-
mizations. For example, the S4 model[18] implemented a
diagonal architecture and a low-rank approach, while the
S5[42] and H3 models[14] enhanced efficiency by utiliz-
ing parallel scanning techniques and optimizing hardware
use. The S6 version of Mamba[27], on the other hand, op-
timizes the linear time-invariant features of the model by
combining data-dependent parameters and demonstrates su-
perior performance on large-scale datasets. ViM[52] and
VMamba[27] and other models further integrated SSM into

the visual backbone design and achieved results comparable
to ViT and CNN by adapting the characteristics of image
data through multiple scanning directions. These research
results not only promote the development of SSM-based vi-
sion models but also demonstrate the potential of SSM for
various applications within the domain of computer vision,
creating new avenues for future research and applications.

3. Methods

3.1. Model Structure

The overall architecture of the framework is illustrated in
Figure 1. More specifically, it concludes with a patch em-
bedding layer, encoders, decoders, a final projection layer,
and skip connections.

In this paper, the last up-sampling block in the model is
defined as the last decoder block, and in the symbolic rep-
resentation, this paper uses E(l)

m /D
(l)
m to denote the mth en-

coder/decoder block in the mth l layer. Accordingly, in the
order from encoder to decoder, the corresponding feature
map is denoted as F l

m (E(1)
1 , E(2)

1 ,..., D(2)
3 , D(1)

2 , D(2)
2 ).

The Patch Embedding layer segments the input image
x ∈ RH×W×3 into small blocks of size r × r and then
maps the dimensions of the image to the number of channels
C of default size 96 to generate the embedded output x′ ∈
R

H
r ×W

r ×C . Then, this paper uses layer normalization[36]
to normalize x′ and input it into the encoder for extracting
features. The framework consists of four encoder blocks, in
which patch merging operations are applied in the first three
encoder blocks to reduce the input feature height and width
while increasing the number of channels. In this paper, CM-
SSM blocks [2, 2, 2, 2] are used in four encoder blocks
respectively, and the number of channels of each encoder
block is [C, 2C, 4C, 8C].

Similarly, the framework contains four decoder blocks.
In the final three stages of the decoder, a patch extension
strategy is applied to decrease the density of the feature
channels while enhancing the vertical and horizontal dimen-
sions of the feature map. In this paper, CM-SSM blocks [2,
2, 2, 1] are used in four decoder blocks respectively, and the
channel count for each decoder block is [8C, 4C, 2C, C].
The decoder module is followed by a final mapping layer,
whose role is to adjust the feature dimensions back to the
dimensions corresponding to the original image.

For the jump connection part, this paper uses the cross-
region attention to obtain the location information of re-
gions within the feature map., and then fuses this region
information with the feature map, after fusing the region lo-
cation information, the feature map can better capture the
spatial structure of the image as a way to improve the seg-
mentation accuracy.



Figure 1. General Framework Diagram.

3.2. Interchannel Feature Enhancement Combining SE
and CMN

The architectural framework of the CM-SSM block is
shown in Figure 2 and consists of a 2D-Selective-Scan
Vision Space State (2D-SSVS) component and a Channel
Mixing Network (CMN).

Among them, The SS2D module serves as the central
component of the CM-SSM block and consists of three
main components: scan expansion, S6 block, and scan
merging. The scan expansion technique divides the input
image into individual sequences by four-way decomposi-
tion, a step that ensures extensive spatial information cov-
erage and enables multi-directional feature capture. The S6
block then selects the parameters of the state-space model
using a selectivity mechanism to accurately identify and ex-
tract useful information while filtering out irrelevant parts.
Specifically, the block receives inputs in feature format [B,
L, D], where B represents the batch size, L indicates the
sequence length, and D represents the feature dimension.
The features are first transformed through a linear layer,
followed by the application of update and output equations
from the state-space model to generate the final output fea-
tures. Finally, scanning and merging operations reconfigure
these transformed sequences to generate an output image
that matches the dimensions of the original input image.
Through this series of fine-grained operations, the SS2D
module provides the CM-SSM block with powerful feature
extraction and processing capabilities, which are particu-
larly important for medical image segmentation.

According to the relevant literature[24, 35] , this
paper integrates a Squeeze-Excitation (SE) after a 2D
scanning[22] block. The restructured features are processed
using the Squeeze-Excitation block to capture the inter-
channel relationships through global pooling and activa-

tion operations, and then use this information to re-weight
the channels, enhancing important features and suppressing
unimportant ones.

A departure from the traditional focus on token mixing in
previous visual Mamba architectures[27, 52] , the design in
this paper introduces a channel mixing network that consists
of a deep convolution and two fully connected layers. The
layers enable the model to exchange information between
different channels by extending and recovering the chan-
nels, thus increasing exchange between different channels
and enhancing the representation of features. Deep convo-
lution helps to capture local dependencies of different fea-
tures in the channel dimension by applying convolution in-
dependently on each channel and then mixing these channel
features by convolution, while capturing more complex lo-
cal features since it operates on the channel after extension.

3.3. Spatial Feature Enhancement Based on CRA

Through the aforementioned method, this paper en-
hances inter-channel features. Nevertheless, spatial features
play a vital role in the realm of segmentation, given that
they enable the model to better grasp the contextual infor-
mation within the image, thereby improving segmentation
accuracy. Skip connections are also an important part of the
model, and they bridge the information between the encoder
and decoder. Therefore, in the present research, we choose
to augment the spatial features at the skip connections using
the cross-region attention mechanism.

The Cross-region Attention mechanism (CRA) enhances
the feature representation capability of deep neural net-
works by combining spatial region location information. As
depicted in Figure 3, the cross-region attention mechanism
first generates two feature maps with height-oriented and
width-oriented input feature maps through two global pool-



Figure 2. CM-SSM Block Framework Diagram.

Figure 3. Framework Diagram of the cross-region Attention Mechanism.

ing operations,

zc =
1

H ×W

H∑
i=1

W∑
j=1

xc(i, j) (1)

Specifically, for any input x, we initially apply a pooled
filter with dimensions (H, 1) or (1, W) to extract features
from the height and width regions of each channel, respec-
tively. Thus, the height of h of the first c channel’s output
can be formulated as:

zhc (h) =
1

W

∑
0≤i<W

xc(h, i) (2)

Likewise, the output of channel c with width w can be
described as:

zwc (w) =
1

H

∑
0≤j<H

xc(j, w) (3)

The two transformations mentioned above apply distinct
spatial operations to the input x: one targeting the height
direction and the other focusing on the width direction,
thereby aggregating feature information. These transfor-
mations yield two separate feature maps, each designed to
capture features in a single dimension. We then convert the
feature map into two weight maps with long distance de-
pendent coding along the width and height directions, re-
spectively.

f = δ(F1([z
h, zw])) (4)

In the equation, the symbol [·, ·] indicates the concate-
nation of features across spatial dimensions. The symbol



δ represents a nonlinear activation function, while f is an
intermediate feature map with dimensions RC/r×(H+W ),
which encodes spatial information in both height and width
directions. Here, r is the reduction ratio. Next, we split
f throughout the height and width dimension into two ten-
sors: fh and fw where fh ∈ RC/r×H and fw ∈ RC/r×W .
We then apply two 1×1 convolution transformations, Th and
Tw, to convert fh and fw into tensors that match the chan-
nels of the input x, we get:

gh = σ(Th(f
h)) (5)

gw = σ(Tw(f
w)) (6)

δ is the sigmoid function, we then extend the output gh

and gw to enable their use as attention weights. Finally, the
response from the cross-region attention layer of this paper
can be expressed as:

yc(i, j) = xc(i, j)× ghc (i)× gwc (j) (7)

In summary, the cross-region attention mechanism effec-
tively merges region information with channel attention to
boost the network’s capacity to model long-range depen-
dencies while keeping resource usage minimal.

3.4. Loss Function Complementary Optimization

In U-Net, the strength of the supervised signals differs
between the encoder and decoder, resulting in certain en-
coder blocks learning information relevant to the segmenta-
tion task, while the decoder blocks in the last layer can more
accurately understand the real segmentation region (the de-
coder can receive directly supervised signals from the out-
puts due to its closer proximity to the final segmentation
result). Simultaneously, due to the over-parameterization
of U-Net, there is a large amount of redundancy between
the deeper feature channels, learning similar features, which
can lead to performance degradation and unnecessary com-
putational overhead.

To solve the above two problems, two loss functions,
cross-feature distillation and internal feature distillation, are
introduced in this paper. Among them, cross-feature distil-
lation is used to solve the supervision asymmetry problem
between encoder and decoder in U-Net. Since the D1 layer
in the decoder has an accurate understanding of the ground
is really segmented region, which contains the most seman-
tic information, The feature maps from this layer serve to
offer supplementary supervision for the other blocks within
the U-Net, with the following formula:

T =
1

|M − 1||J |

LCFD = T

M−1∑
m=1

∑
I∼J

∥ RCS(F i
m)−AvgPool(Ffinal) ∥2

(8)
Where M denotes the count of blocks, and J represents

the quantity of images, and Ffinal is the feature mapping
located in the last decoded block (D1) of the feature map-
ping, and F i

m is all the feature mappings of layer i located
in the Mth block (E(1)

1 , E(2)
1 , ..., D(2)

3 , D(1)
2 , D(2)

2 ) except
for D1. To align the features in both channel and spatial
dimensions, this paper employs average pooling along with
a random channel selection (RCS) operation.

Internal feature distillation addresses redundancy in deep
feature channels by transferring information from shallow
features to deeper ones. This is achieved using the L2
paradigm[7, 21, 41] penalty to encourage deeper features to
acquire valuable contextual information, ultimately enhanc-
ing their sensitivity to context and improving the model’s
overall performance and accuracy. Specifically, it can be
formulated as:

LIFD =
1

|M ||J |

M∑
m=1

∑
I∼J

∥ F̃ ι
m − F ι

m ∥2 (9)

Where M denotes the count of blocks, and J indicates the
amount of images, and F k

i denotes all feature pictures lo-
cated in layer i of the mth block (E(1)

1 , E(2)
1 , ...,D(1)

2 , D(2)
2 ).

F̃ represents the channel feature from deep-level layers, and
F̄ refers to the channel feature from shallow-level layers.
In this paper, the channels are divided into upper and lower
halves and are bounded by this to ensure that the shallow
and deep channels have the same number of features.

By the preceding explanation, the study integrates the
cross-feature distillation loss with the intrinsic feature dis-
tillation loss to formulate the composite distillation loss,
termed FDLoss (Feature Distillation Loss). The FDLoss is
formulated as follows:

Lfd = λ1LCFD + λ2LIFD (10)

of which LCFD and LIFD are cross-characteristic distil-
lation and internal characteristic distillation loss functions,
respectively. λ1 and λ2 are the equilibrium parameters, and
(0.015,0.015) is usually chosen as the default parameter.

Finally, the characteristic distillation loss (FDLoss), bi-
nary cross entropy and Dice coefficient loss are fused. This
function is used to evaluate the difference between the esti-
mated results and the true values. The detailed formulation
is presented below:



LBce = − 1

N

∑
1

[yilog(ŷi) + (1− yi)log(1− ŷi)]

LDice = 1− 2|X ∩ Y |
|X|+ |Y |

LBceDice = λ1LBce + λ2LDice

Ltotal = Lfd + LBceDice

(11)

Where N signifies the total sample size. yi and ŷi denote
the true values and the estimated results, respectively.|X|
and |Y | represent the ground truth and estimated values. λ1

and λ2 are the weights of the loss function with default val-
ues of 0.3 and 0.7, respectively.

4. Experiments

In this section, the paper conducts extensive experiments
to assess the proposed approach’s effectiveness. Specifi-
cally, the performance of the proposed methods is evaluated
on the ISIC2016, ISIC2017, and ISIC2018 datasets.

4.1. Datasets

4.1.1 ISIC2016

ISIC2016 is a dataset of dermoscopic images from the Inter-
national Symposium on Biomedical Imaging (ISBI) focus-
ing on skin lesion analysis to tackle challenges in melanoma
detection. The dataset comprises 1,279 dermoscopy im-
ages, each accompanied by corresponding segmentation
mask labels. Adhering to the methodology of prior re-
search, this manuscript partitions the dataset, allocating
70% for model training and reserving 30% for validation.
The detailed allocation is detailed as: For the ISIC2016
dataset, 900 instances are allocated for training, while 379
are earmarked for the validation phase.

4.1.2 ISIC2017

ISIC2017 is a dermoscopy image dataset designed for skin
lesion analysis at the ISBI, focusing on three types of dis-
ease challenges: melanoma, seborrheic keratosis, and be-
nign nevi. It contains 2,150 dermoscopy images with corre-
sponding segmentation mask labels. Similarly, the research
applies a 7:3 split for the ISIC2017 dataset, creating sepa-
rate subsets for training and evaluation. To be precise, the
training subset encompasses 1,500 images, and the evalua-
tion subset consists of 650 images.

4.1.3 ISIC2018

ISIC2018 is a dermoscopy image dataset for skin lesion
analysis at the ISBI for seven types of skin disease chal-
lenges such as actinic keratoses, basal cell carcinomas, and

benign keratoses. For the segmentation task, the ISIC2018
dataset encompasses 2694 dermatoscopic images paired
with their segmentation masks. Adhering to the prior
dataset division approach, this research similarly appor-
tioned the data into a 7:3 training-to-testing ratio. In de-
tail, the training subset encompasses 1,886 images, while
the test subset comprises 808 images.

4.2. Evaluation Indicators

In order to evaluate the efficacy of the suggested ap-
proach, this study employs three key performance indica-
tors for semantic segmentation: the average Intersection
over Union (IoU), the Dice Coefficient(DSC), and accuracy
(Acc). The mIoU and DSC are measures of consistency
between the predicted mask and the true annotation, while
Acc is used to assess the overall accuracy of the model. the
mathematical representations of mIoU, DSC, and Acc are
summarized below:

mIoU =
TP

TP + FP + FN
(12)

DSC =
2 · TP

2 · TP + FP + FN
(13)

Acc =
TN + TP

N
(14)

Here, TP denotes true positives, FP denotes false posi-
tives, TN denotes true negatives, and FN denotes false neg-
atives. The variable N represents the aggregate number of
instances.

4.3. Main Results

In line with prior research[38, 5], the images from the
ISIC2016, ISIC2017, and ISIC2018 datasets have been ad-
justed to a dimension of 256 by 256 pixels. To mitigate
the possibility of overfitting, this analysis incorporated data
augmentation techniques such as random horizontal flip-
ping and rotational adjustments. The loss function delin-
eated in section 3.4 serves as the criterion for this dataset.
For this analysis, batches of 32 examples were processed,
and the AdamW[29] optimizer was chosen for the training
phase, initiating the learning rate at 0.001. A Cosine An-
nealing Learning Rate Scheduler[30] was implemented to
modulate the learning rate, with a cap at 50 cycles and a
gradual reduction to a nadir of 1e-5. The training regimen
spanned 300 epochs, and the computational experiments
were executed on a solitary NVIDIA RTX 4090 GPU.

In order to assess the efficacy of the suggested approach,
this research conducted empirical tests across the ISIC2016,
ISIC2017, and ISIC2018 datasets, and juxtaposed the find-
ings against those of contemporary leading techniques.



Model mIoU (%)↑ DSC (%)↑ ACC (%)↑
U-Net 84.01 91.16 95.06
Attention-UNet 84.30 91.37 95.26
LV-UNet 85.95 92.35 95.25
VM-UNet 86.41 92.71 95.28
Ours 88.16 93.71 95.52

Table 1. Comparative experimental results of different methods
(bold represents the best) on ISIC2016 Dataset.

4.3.1 ISIC2016

This paper addresses the ISIC2016 dataset in U-Net[36],
Attention-UNet[34], LV-UNet[25], VM-UNet[37] Exhaus-
tive experiments were performed on these methods. The
qualitative visualization results are shown in Figure 4.

The visualization results show that the method proposed
in this study has significant advantages in the image seg-
mentation task of ISIC2016 dataset. This approach effec-
tively extracts and utilizes both channel and spatial features
by incorporating a channel mixing network and a cross-
region attention mechanism. Additionally, feature redun-
dancy and supervision imbalance are addressed through the
integration of the feature distillation loss function. The
method’s performance is compared with other advanced
techniques, and the results of the experiments are summa-
rized in Table 1.

The data indicate that the proposed method demonstrates
a significant performance enhancement compared to other
existing techniques. Specifically, when compared to VM-
UNet, this method achieves improvements of 1.75% in
mIoU and 1% in the DSC on the ISIC2016 dataset. This
improvement is mainly owing to the efficient extraction and
effective use of channel and spatial features, as well as the
resolution of feature redundancy and supervision imbalance
within the model.

4.3.2 ISIC2017

For the ISIC2017 dataset, this paper is presented in U-
Net[36], UTNetV2[15], TransFuse[50], MALUNet[38],
MedMamba[49], HC-Mamba[47] and VM-UNet[37] Ex-
haustive experiments were performed on these methods.
The qualitative visualization results are shown in Figure 5.

Figure 5 illustrates that the proposed approach achieves
excellent image segmentation performance on the ISIC2017
dataset. The introduction of the channel mixing network
and cross-region attention mechanism optimizes the extrac-
tion and utilization of both channel and spatial features,
effectively addressing feature redundancy and supervision
imbalance through the integration of the feature distillation
loss function. The performance of this method is further
compared with other advanced techniques, with the experi-

Model mIoU (%)↑ DSC (%)↑ ACC (%)↑
U-Net 76.98 86.99 95.65
UTNetV2 77.35 87.23 95.84
TransFuse 79.21 88.40 96.17
MALUNet 78.78 88.13 96.18
MedMamba 78.82 88.15 95.01
HC-Mamba 79.27 88.18 95.17
VM-UNet 79.54 88.60 96.29
Ours 81.48 89.79 96.61

Table 2. Comparative experimental results of different methods
(bold represents the best) on ISIC2017 Dataset.

mental results detailed in Table 2.
The results indicate that this method demonstrates signif-

icant advantages across all evaluation metrics. Specifically,
on the ISIC2017 dataset, the proposed method achieves
mIoU and Dice scores that are 1.94% and 1.19% higher
than those of VM-UNet, respectively. This further confirms
the superiority and reliability of the proposed approach for
image segmentation tasks. These improvements stem from
the optimized extraction of channel and spatial features, as
well as the effective resolution of feature redundancy and
supervision imbalance within the model.

4.3.3 ISIC2018

For the ISIC2018 dataset, the methods compared in
this paper are U-Net[36], Unet++[51], UTNetV2[15],
MALUNet[38], MedMamba[49], HC-Mamba[47] and
VM-UNet[37]. The results of the qualitative visualization
of the proposed method in this paper at ISIC2018 are shown
in Figure 6.

As illustrated in Figure 6, on the ISIC2018 dataset, the
method proposed in this study also shows excellent segmen-
tation results. The success is attributed to the use of chan-
nel mixing networks and cross-zone attention mechanisms,
which enhance the extraction and utilization of both channel
and spatial features. Additionally, the application of the fea-
ture distillation loss function effectively mitigates feature
redundancy and supervision imbalance within the model.
In order to further verify the efficiency of this method, we
compare it with many advanced methods. The relevant ex-
perimental data are shown in Table 3.

As shown above, our proposed method achieves opti-
mal performance on all major evaluation indicators. Specif-
ically, in the evaluation of the ISIC2018 dataset, our ap-
proach showed a significant performance advantage by im-
proving mIoU and DSC by 0.97% and 0.59%, respectively,
compared to the VM-UNet approach. These results are pri-
marily due to enhancements in optimizing the extraction of
channel and spatial features, as well as effectively address-
ing feature redundancy and supervision imbalance within



Figure 4. Comparative experimental results of different methods (bold represents the best) on ISIC2016 Dataset.

Model mIoU (%)↑ DSC (%)↑ ACC (%)↑
U-Net 77.86 87.55 94.05
Unet++ 78.31 87.83 94.02
UTNetV2 78.97 88.25 94.32
MedMamba 79.13 88.35 94.23
MALUNet 80.25 89.04 94.62
HC-Mamba 80.60 89.25 94.84
VM-UNet 80.28 89.06 94.57
Ours 81.25 89.65 94.94

Table 3. Comparative experimental results of different methods
(bold represents the best) on ISIC2018 Dataset.

the model. Such findings not only underscore the method’s
high efficiency and accuracy in dermatological image seg-
mentation but also reinforce its leading position in the field
of medical image segmentation.

4.4. Ablation Experiments

4.4.1 Results under different module combinations

Within this segment, we conduct dismantling studies focus-
ing on the three components: Squeeze-and-Excitation Net-
works (SE) and Channel Mixing Network (CMN) and Cross
Region Attention (CRA) proposed in this paper. These ex-
periments aim to verify the contributions of these modules
to the overall effectiveness of the method.

As shown in Table 4, compared to the baseline metrics,
SE improved the mIoU and Dice coefficients by 0.9% and
0.56% on the ISIC2017 dataset, indicating that the SE mod-
ule could effectively enhance the important features and
suppress the unimportant features; the Channel Mixing Net-
work (CMN) enhances the mIoU and Dice coefficients on
the ISIC2017 dataset by 1.77% and 1.09% respectively.
This indicates that CMN effectively boosts the exchange



Figure 5. Examples of segmentation results for different methods on ISIC2017 Dataset.

Figure 6. Examples of segmentation results for different methods on ISIC2018 Dataset.

of channel information and the capture of channel features. Meanwhile, the Cross Region Attention (CRA) module im-



SE CMN CRA Evaluation
mIoU(%)↑ DSC(%)↑

× × × 79.54 88.60
✓ × × 80.44 89.16
× ✓ × 79.98 88.88
× × ✓ 80.97 89.45
✓ ✓ × 81.31 89.69
✓ × ✓ 80.13 88.97
× ✓ ✓ 80.39 89.13
✓ ✓ ✓ 81.48 89.79

Table 4. Comparative experimental results of different methods
(bold represents the best).

LCFD LIFD
Evaluation

mIoU(%)↑ DSC(%)↑
× × 80.66 89.26
✓ × 81.35 89.57
× ✓ 81.24 89.44
✓ ✓ 81.48 89.79

Table 5. Ablation results of different loss functions on ISIC2017
dataset.

proves the mIoU and DSCby 1.43% and 0.85%, respec-
tively, demonstrating its ability to enhance the network’s
modeling of long-range dependencies, thereby improving
segmentation accuracy. When the three modules are en-
abled at the same time, the proposed method achieves the
highest performance on the ISIC2017 dataset, with mIoU
and Dice coefficients increasing to 81.48% and 89.79%, re-
spectively. This result fully proves the importance of the
synergistic effect of the three modules to improve the model
performance. The combination of the three modules not
only optimizes the feature representation of the image, but
also enhances the recognition ability of the model to the key
areas, so as to achieve more accurate image segmentation.

4.4.2 Results under different combinations of loss
functions

In order to further verify the effectiveness of the optimiza-
tion of loss function in this paper, ablation experiments were
carried out on the introduced cross characteristic distillation
loss function (LCFD) and internal characteristic distillation
loss function (LIFD), and the results were shown in Table
5. The results show that LCFD and LIFD can effectively
enhance the feature extraction capability of the model and
improve the segmentation accuracy of the model.

5. Conclusion

This study introduces an innovative technique for der-
matological medical image segmentation that improves the

delineation of skin lesions by utilizing compressed excita-
tion modules and cross-area attention mechanisms to en-
hance both channel and spatial features. Additionally, the
model’s feature extraction efficiency is further boosted by
incorporating a channel mixing network and a feature dis-
tillation loss function. When compared to current state-of-
the-art methods and recent Mamba-based algorithms, this
approach demonstrates a significant enhancement in perfor-
mance. Moving forward, we intend to thoroughly investi-
gate the full potential of the method presented here, aiming
to increase its segmentation accuracy in skin imaging. Si-
multaneously, we will explore the applicability of this tech-
nique on datasets acquired through other medical imaging
methods.
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