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Abstract

Artificial Intelligence Generated Content (AIGC) is
quickly becoming popular and widely used. Many
projects now use a single pre-trained model, like Stable
Diffusion (SD), as a base and then adjust it for specific
tasks. Usually, modifying these models requires a lot of
computing resources and time. In our paper, we propose
a new paradigm of the utilization of SD models by task
arithmetic achieving plug-and-play without additional
training process. To be specific, we find SD models have
an extraordinary capacity to digest other task-specified
SD models that have been fine-tuned on specific datasets.
This allows a single model to encompass the capabilities
of multiple models, addressing issues in multi-task sce-
narios. We conduct model manipulation in the follow-
ing paradigms: 1) Enhancement through the principle
of double negation, which uses task arithmetic to en-
hance features by leveraging models originally designed
to weaken them. 2) Multi-tasks are achieved through
the addition of task vectors. Since different SD mod-
els for specific tasks possess unique groups of parame-
ters, we combine those parameters together in just one
SD model. To verify the effectiveness, we conduct ex-
periments to apply our method in text2image genera-
tion tasks on three conditionally generated categories:
1) object (eg. Snoopy), 2) style (eg. Monet), and 3)
conditional control (eg. depth map). Our results prove
that the aforementioned different categories can be com-
bined into one single model, without training according

to the proposed paradigm. We also evaluate the similar-
ity score of the outcomes from different task vectors and
reveal that the integrated model not only conserves stor-
age conserves computing resources and reduces time ex-
penditure, but also improves performance, without ex-
tra training or fine-tuning.

Keywords: Diffusion, Model Editing, Image Genera-
tion, Task Arithmetic.

1. Introduction

The rapid expansion of Artificial Intelligence Generated
Content (AIGC) has led to a notable trend: the use of unified
pre-trained models like Stable Diffusion (SD)[23, 28, 3, 31]
as a base architecture. These models are frequently adjusted
to perform a wide range of tasks across different fields, es-
pecially in computer vision. Using the well pre-trained SD
model as a base, numerous individuals are fine-tuning it
for various tasks. To accelerate the process, some are em-
ploying methods such as adding auxiliary techniques like
LoRA[9]. However, while these methods reduce training
time, they still require significant computational power and
time, which is costly. How can we lower the costs asso-
ciated with training these models? Or is there a way to
use already trained models for basic tasks to improve their
functionality?

At the same time, the issue of infringement of images
generated by AI has gradually attracted people’s attention
[12]. Large-scale text-to-image models, trained on exten-
sive internet data, often inadvertently include copyrighted
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Figure 1: Overview of the conditional text2image generation framework utilizing task arithmetic. The text2image
generation with specific objects, styles, and additional controls. It demonstrates task arithmetic in text2image generation,
using task addition for multi-task generation (as shown in the grey part) and concept enhancement by adding back previously
ablated concepts (as shown in the green part).

or personal content and may replicate styles of living artists.
Addressing the issue of removing such content without re-
training the entire model is essential. This brings us to
the concept of ”concept ablation,” which aims to efficiently
eliminate specific content or styles from the model’s out-
put. This process respects creators’ rights to opt-out while
still preserving the model’s overall capabilities and related
concepts.

Inspired by previous research[10], we discover that SD
models have an extraordinary ability to integrate different
models. This implies that a single model can encompass
the capabilities of multiple models, addressing problems
in multi-task scenarios. We employ a task arithmetic ap-
proach to overlay multiple conceptual tasks. This method
allows a single model to simultaneously eliminate differ-
ent concepts, which traditionally required multiple models,
and even enhances the concept removal efficacy. In this
method, we have the following paradigms: 1) Enhance-
ment through the principle of double negation, and 2) Multi-
tasking through the addition of task vectors.

We conduct extensive experimentation to uncover the
profound potential of task arithmetic performance, which
offers a plug-and-play solution with remarkable perfor-
mance. While our approach leverages pre-trained and fine-
tuned models as foundational components, the method itself
operates without any additional training during deployment,
ensuring a truly training-free experience in its application.
In the text2image generation task, we conditionally gener-
ate 3 different categories: 1) objects (eg. Snoopy), 2) styles
(eg. Monet), and 3) additional controls (eg. depth map).

As shown in fig. 1, the three axes represent objects, styles,
and additional controls, respectively. “Normal”, which is at
the middle of the object and style axes, represents images
generated using the pre-trained SD model that includes the
relevant concepts directly. ”Ablation” indicates images gen-
erated after removing specific concepts, as discussed at the
beginning of this chapter, and we can achieve this with the
existing model. For instance, if we aim to ablate the concept
of Snoopy, then even if the prompt includes terms related to
”Snoopy”, the generated image should not feature Snoopy
but rather degrade it to a regular dog. Conversely, ”enhance-
ment” is the opposite of ablation, since the pre-trained SD
model is a general-purpose model, it tends to generate com-
mon features, and may not accurately capture specific de-
tails, such as ”Snoopy” in the prompt. As shown in the
green section on the right of the figure, given a pre-trained
SD model and an ablation model, we can compute their dif-
ference, referred to as ”Feature”. Concept ablation subtracts
this feature, while enhancement adds it, which means the
generated images better resemble Snoopy.

By treating the cross-section formed by object and style
axes as a layer, different tasks (ablating or enhancing certain
objects or styles) can be integrated into a single model us-
ing task arithmetic, achieving a multi-task effect, as shown
in the gray section on the right. For different subtasks, we
calculate their specific features. By adding or subtracting
these features from the pre-trained SD model, we create a
new model with multi-task capabilities. Using the condi-
tional control axis from ControlNet[39], we provide addi-
tional conditional control for each layer, guiding the text-to-



image model toward our desired direction. Task arithmetic
between the concept ablation/enhancement model and the
frozen SD model within ControlNet enriches the concept
ablation model, allowing it to handle multiple concepts in-
teractively.

Furthermore, it is noteworthy that our method signifi-
cantly differs from the work of Kumari et al.[12]. Since
their work only ablates one concept using a single model,
where these models can’t be integrated or executed serially.
Our method overcomes it and can enhance concepts as well.
Additionally, we integrate task arithmetic into ControlNet,
making the generated images more controllable.

In summary, our contributions are as follows:

• We propose a new paradigm shift - task arithmetic
operations for SD model utilization. Traditionally,
solving problems involves using or fine-tuning models.
We discovered task arithmetic adapts to needs with-
out extra training by leveraging community models.
Using negation and addition, we achieve concept en-
hancement and multitasking, resulting in a (1+1 > 2)
effect.

• We combine Object, Style, and Conditional Control
generation into one single model. We use task arith-
metic as an innovative approach to enhance the func-
tionality of SD models, with a reduction in storage and
computational requirements.

• We enable SD models to perform multi-task opera-
tions in a plug-and-play manner and are training-
free. We demonstrate that a single SD model can be
transformed to possess the capabilities of multiple spe-
cialized models, thereby facilitating multi-task opera-
tions.

2. Related works

Controlling Image Generation Models. Recent advance-
ments in generative artificial intelligence have significantly
propelled the field of image generation. This includes rapid
developments in text-to-image (T2I) generation[24, 35, 21,
13, 40, 38, 14], image-to-image (I2I) generation[29, 20],
image inpainting[15, 32, 30, 16], image editing[11, 2, 17,
5], with numerous researchers contributing to these areas.
Lots of works collectively represent a spectrum of inno-
vations in AI-driven image generation and editing, rang-
ing from fine-tuning diffusion models for personalized im-
age creation[24], precision editing[26, 2], denoising[4], and
object-aware inversion[34]. Similar to the work in [33],
both aim to address the problem of comprehensively han-
dling multiple elements in complex image generation or
transformation tasks. However, our approach centers on
task arithmetic within diffusion models, striving to achieve

multi-task capabilities and concept enhancement without
the need for additional training.
Concept ablation for rights protection. Some works fo-
cus on removing or modifying specific concepts within
these models to address issues like bias, copyright, and of-
fensive content, demonstrating significant advancements in
the precision and scalability of concept editing in generative
AI models. Gandikota et al.[6] explores methods to effec-
tively remove specific concepts from generative diffusion
models, enabling more controlled and ethically sound con-
tent generation. Gandikota et al. [7] presents a method for
simultaneously editing multiple concepts in diffusion mod-
els, addressing challenges like bias, copyright, and offen-
sive content with a single approach. Kumari et al.[12] focus
on the selective removal of certain concepts from text-to-
image diffusion models, improving their safety and suit-
ability for broader applications. However, their work can
only deal with a concept each time, since it’s text-to-image
(text2img) work, the generated image can’t be the output of
another, and different models can’t be spliced serially.
Task arithmetic. Ilharco et al.[10] proposes a novel ap-
proach for editing neural network models using task vec-
tors, demonstrating that simple arithmetic operations on
these vectors can effectively add or remove specific task
capabilities, offering a flexible and efficient method for
model modification without extensive retraining. Ortiz-
Jimenez et al.[18] presents a method for enhancing the task
arithmetic performance of pre-trained models, like CLIP,
by fine-tuning them in their tangent space, which ampli-
fies weight disentanglement, thus leading to improved per-
formance in task addition and negation benchmarks while
maintaining weight disentanglement as an emergent prop-
erty of pre-training.
Generation with additional control. Some works focus on
developing advanced image generation models, achieving
controllable visual content generation through innovative
control mechanisms and adapters. UniControl[22] presents
a unified model for controllable visual generation, combin-
ing multiple condition-to-image tasks with precision and
versatility. IP-Adapter[36] proposes a lightweight adapter
for text-to-image models, enabling image prompt capabil-
ity with minimal parameter increase and high compatibil-
ity. ControlNet[39] utilized pre-trained encoding layers and
”zero convolutions” for fine-tuning with various controls,
proving to be effective across both small and large datasets
for enhanced manipulation of image diffusion processes.

Despite significant progress in generative AI for image
creation and editing, integrating these advancements into
a unified, efficient framework remains a challenge. Inno-
vations like UniControl, Uni-ControlNet, IP-Adapter, and
ControlNet enhance controllability and versatility but high-
light the need for a cohesive approach that minimizes com-
putational load while maximizing adaptability across gen-



erative tasks.
Compared to previous works, we innovatively conduct

task arithmetic(e.g. Enhancement via Negation, Multi-
task via Addition) on Object, Style, and Conditional Con-
trol three-dimensional aspects for text-to-image generation,
while previous works just propose simple task arithmetic
for style transfer. Our implementation can generate more
high-quality, controllable and flexible images.

3. Method

Our work, as illustrated in fig. 1, uses task arithmetic to
do negation and addition. In this section, we first introduce
the preliminary of text2img generation. Then, we discuss
task arithmetic, followed by how to use the negation and ad-
dition operations in task arithmetic to achieve enhancement
and multi-tasking. Finally, we explain how task arithmetic
is applied to the SD model and integrated into ControlNet,
enabling a plug-and-play functionality.

3.1. Preliminary Insights into Text-Image Diffusion Mod-
els and Task Arithmetic

3.1.1 Text-to-Image Diffusion Models

Diffusion models [27] learn to reverse a forward Markov
chain process where noise is gradually added to the input
image over multiple timesteps t ∈ [0, T ]. The noisy image
xt at any time-step t is given by

√
ᾱtx0 +

√
1− ᾱtϵ, where

x0 is a random real image, and αt determines the strength
of gaussian noise ϵ and decreases gradually with timestep
such that xT ∼ N(0, I). The denoising network ϵ(x, c, t; θ)
is trained to denoise the noisy image to obtain xt−1, and can
also be conditioned on other modalities such as text c.

The diffusion and denoising processes happen on the la-
tent vector. The denoising model is a time-conditioned U-
Net (fig. 2a), augmented with the cross-attention mecha-
nism to handle flexible conditioning information for image
generation (e.g. class labels, semantic maps, blurred vari-
ants of an image). The design is equivalent to fusing the
representation of different modalities into the model with
the cross-attention mechanism. Each type of conditioning
information is paired with a domain-specific encoder h to
project the conditioning input y to an intermediate repre-
sentation that can be mapped into cross-attention compo-
nent h(y), f(x, y; θ) = ϵ(x, t, h(y); θ).

In this paper, we use function f(y; θ) to define Diffu-
sion models, where y represents the conditional input to the
model, and θ represents the parameters of the model. We
omit noise x as the standard diffusion always has the same
x.

3.1.2 Task arithmetic

A task is instantiated by a dataset and a loss function is
used for fine-tuning. Let θ0 be the weights of a pre-

trained model, and θ∗ be the corresponding weights af-
ter fine-tuning on task s. The task vector ∆θs is given
by the element-wise difference between θ∗ and θ0, i.e.,
∆θs = θ∗ − θ0:

f(y; θ0 +

S∑
s=1

∆θs) =

{
f(y; θ0 +∆θs) y ∈ Ds,

f(y; θ0) y /∈
⋃S

s=1 Ds.

(1)
In the formulation, θ0 represents the base parameters of the
model, ∆θs represents task-specific parameter updates for
task s, respectively, Ds represents the dataset corresponding
to task s, S is the total number of tasks.

The equation implies the following:

• If the input y belongs to dataset Ds of a specific task
s, the output of the model f is computed using the
base parameters θ0 updated with the task-specific ad-
justments ∆θs.

• If the input y does not belong to any of the task-specific
datasets (i.e., it’s not in the union of all Ds for s =
1 to S), the output is computed using only the base
parameters θ0, without any task-specific adjustments.

Furthermore, note that weight disentanglement is a property
of the predictors and not related to the performance on dif-
ferent tasks [18]. More generally, we can demonstrate the
level of weight disentanglement of a model by measuring
its discrepancy. To do so, given two tasks, one can check
the disentanglement error of a model:

ζ(θ1, θ2) = Ey[dist(f(y; θ0+∆θ1), f(y; θ0+∆θ2))], (2)

where y ∈ D1 ∪ D2, dist denotes any distance metric be-
tween output vectors, which is listed as CLIP Score and
Accuracy. The model’s additivity is defined by its abil-
ity to amalgamate the competencies of various submodels,
such that the integrated model exhibits no significant perfor-
mance degradation on the respective sub-tasks compared to
the individual submodels involved in the summation. Es-
sentially, the integrated model maintains the prowess of
each submodel on its corresponding task.

3.2. Enhancement via Negation

Algorithm 1 Enhancement via Negation

1: Input: Pre-trained SD model θ0, a concept ablation
model θ1

2: The task vector: ∆θ1 = θ1 − θ0
3: Using task negation: θ′1 = θ0 −∆θ1
4: Output: The Concept Enhancement Model θ′1

As shown in fig. 3, in the process of enhancement, we
employ the concept where the ablation task, coupled with
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the negation, leads to a strengthened outcome. This process
is demonstrated by Algorithm 1. Our approach involves de-
ducting the task vector, which measures the difference be-
tween the baseline ablation model and the basic SD model
(SD-v1-4). This strategy aims to create new models that
exhibit a heightened level of conceptual representation, ef-
fectively enhance the desired concepts within the generative
framework. We define an object’s category as the target.
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Figure 3: Negation: Double negative makes positive,
which is equivalent to enhancement.

As eq. (4) from [12], the objective function is formu-
lated to minimize the Euclidean distance between the trans-
formed representations of the object and the target under the

model. Mathematically, this is expressed in our setting:

arg min
∆θab

Ey,θ(||f(y(object); θ0+∆θab)−f(y(target); θ0)||),
(3)

where ∆θab is ablation specific task vector. This process
involves adjusting the model parameters ∆θab to minimize
the difference in outputs between the modified model for the
object and the original model for the target. Here, y(object)
and y(target) represent the text inputs containing the object
and the target, respectively.

Learned over-parametrized models actually occupy a
low intrinsic dimensional space[1]. Consequently, the fine-
tuning of Large Models occurs within a proximal region
surrounding the initial parameter set θ0, implying that the
fine-tuned parameters θ are in close vicinity to θ0, denoted
as ∆θ ∼ 0.

Taylor expansion at θ0 is:

f(y; θ0 +∆θ) ≈ f(y; θ0) + ⟨∇θ0f(y; θ0),∆θ⟩. (4)

During fine-tuning, parameter evolution in many pre-
trained models is frequently minimal, meaning that training
does not exit the tangent space and eq. (4) closely approxi-
mates the network behavior [19, 37]. In such cases, training
occurs in a linear regime.

Given optimized ∆θab obtained from eq. (3), we can
conduct concept enhancement. Take Snoopy as the input



text for example, we use Φ(Snoopy) to denote the out-
put obtained from the original SD model, Φ̂(Snoopy) as
the ablated model, and Φ̄(Snoopy) as the enhanced model,
where Φ(Snoopy) = f(y(Snoopy); θ), Φ̂(Snoopy) =
f(y(Snoopy); θ +∆θab), and

Φ̄(Snoopy) = f(y(Snoopy); θ −∆θab). (5)

According to eq. (4), we have the ablated and enhanced
model as:

f(y(Snoopy); θ +∆θab) = f(y(Snoopy); θ) + ⟨∇θf,∆θab⟩,
(6)

f(y(Snoopy); θ −∆θab) = f(y(Snoopy); θ)− ⟨∇θf,∆θab⟩.
(7)

Combining the definition of Φ, Φ̂, Φ̄ and eq. (6), eq. (7),
we can obtain the difference between enhanced concept and
original concept:

Φ̄(Snoopy)− Φ(Snoopy) = Φ(Snoopy)− Φ(dog)

=< ∇θf,∆θab > .

And thus, the final result of enhancement via negation is:

Φ̄(Snoopy) = f(y(Snoopy); θ−∆θab) = 2Φ(Snoopy)−Φ(dog).
(8)

3.3. Multi-task via Addition
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The essence of model additivity within this framework
is that the aggregated model retains the strengths of each
submodel for their respective subtasks. When an input x
belongs to the dataset of a certain task Ds, the model’s pa-
rameters are adjusted accordingly to reflect the expertise of
the relevant submodel, ensuring that the performance is not
substantially weaker than any of the constituent submodels.
This process is demonstrated by Algorithm 2.

Algorithm 2 Multi-task via Addition

1: Input: pre-trained SD model θ0, different concept ab-
lation models θ1, θ2, ..., θn

2: for i = 1,2, ..., n do
3: The task vector: ∆θi = θi − θ0
4: end for
5: Using task addition: θΣ = θ0 +Σ∆θi
6: Output: The Multi-task Model θΣ

As shown in fig. 4, this approach underscores the no-
tion that, although the model’s parameters θΣ are shared,
their influence can be disentangled and re-aligned for spe-
cific tasks through task-specific updates ∆θi, where i =
1, 2..., S. Such a model does not merely store knowledge;
it synthesizes and applies it in a context-aware fashion,
maintaining individual task integrity while benefiting from
a shared knowledge base. Weight disentanglement thus fa-
cilitates a modular and flexible machine learning architec-
ture that is robust to task variations and capable of lever-
aging shared representations while preserving task-specific
nuances.

Some studies, e.g. Ziplora[25], require that model pa-
rameters to be combined are orthogonal during the aggre-
gation process. However, experimental comparisons sug-
gest that the requirement for orthogonality between tasks is
merely a special case. Given the substantial number and
sparsity of parameters in diffusion models, a high degree of
similarity between tasks (measured using cosine similarity)
is observed in test cases. Despite this similarity, these mod-
els still demonstrate the ability of addition. This indicates
that while orthogonality may be beneficial, it is not a neces-
sary condition for the addition of model parameters across
tasks in diffusion models.

3.4. Plug-and-Play: Applying Task Arithmetic to SD and
ControlNet

As shown in fig. 2a, it illustrates how task arithmetic can
modify a pre-trained Stable Diffusion (SD) model. By ex-
tracting delta theta (∆θ) values from specialized models and
adding them to the pre-trained SD model, it gains new capa-
bilities like enhancing or ablating specific features without
changing its original structure. This allows the SD model
to perform specialized tasks efficiently as a plug-and-play
method.

To inject additional conditions into the U-net blocks of
SD, we apply pre-trained ControlNets[39] to control image
generation with various conditioning inputs. As illustrated
in fig. 2b, the model consists of two parts: the basic part
(left), directly utilizing the pre-trained SD, and the condi-
tional part (right), to apply additional conditioning images
(e.g. canny edge map, depth map, and so on) to a single in-
stance of Stable Diffusion. Task arithmetic is applied to the



basic part, while the conditional part introduces finer con-
trol, enabling more precise and flexible image generation.

4. Experiment

In this section, we rigorously investigate the efficacy of
model arithmetic in the context of stable diffusion models.
Our focused evaluation examines the performance of task
enhancement and task addition capabilities, employing a se-
ries of extensive and meticulous experiments to ascertain
the task arithmetic performance of diffusion models.

4.1. Experimental Settings

Baseline. In our study, we establish our experimen-
tal foundation upon the checkpoints presented in ”Ab-
lating Concepts in Text-to-Image Diffusion Models”[12]
and ”ControlNet”[39]. The former introduces an efficient
method to ablate concepts in pre-trained models, crucial for
preventing the generation of target concepts without retrain-
ing from scratch, while the latter work offers conditional
controls to image generation.
Evaluation metrics. In our research, we utilize the CLIP
Score and CLIP Accuracy [8] measures to quantitatively
assess the alignment between the images generated by our
model and the input text concepts. These metrics are cru-
cial for evaluating the model’s effectiveness in either en-
hancing or ablating particular features in response to tex-
tual prompts, like making them look more like ”Snoopy” or
more like a regular ”dog”.
Models’ preparation. Since the task arithmetic method
is plug-and-play, requiring no additional training or fine-
tuning. Leveraging this method, we utilized already trained
models to carry out computational tasks, enabling the gen-
eration of new models with modified capabilities. To en-
hance the generative capabilities of diffusion models, we
differentiate original ablation models from the baseline SD
model to craft new variants with improved and diversified
concept augmentation skills. Using calculated disparities
(∆1,∆2,∆3, . . .), we fuse these with the foundational SD
model, resulting in versatile ablation models with sophisti-
cated multi-concept modulation, such as simultaneously re-
moving distinct styles or elements from various characters
and themes.

Further refining our technique, we blend negation and
addition strategies into the computational framework and
embed them within ControlNet’s architecture. This dual-
pronged approach, employing both subtractive and additive
deltas, empowers the models to intensify and fine-tune the
generation of multiple nuanced concepts, thus broadening
the scope of controlled image synthesis.

4.2. Quantitative and qualitative results

In this section, we use the generation of Monet-related
concepts as an example to illustrate style synthesis and

Snoopy-related concepts to exemplify instance generation.
We investigate the role and efficacy of task arithmetic within
diffusion model generation from both qualitative and quan-
titative perspectives.

The Impact of Task Arithmetic on Stylistic and In-
stance Generation. To assess the effectiveness of different
models in replicating Monet’s style and generating specific
image instances, we conducted experiments with prompts
tailored to each scenario. For style generation, we used ”A
painting of a city in the style of Monet,” and for instance
generation, ”A playful Snoopy splashing around in a pud-
dle.” The results, illustrated in fig. 5, showcase the initial
outcomes from the basic SD model, results from an ablated
(baseline for comparison) and an enhanced model, and the
outputs from models employing Monet & Snoopy ablation.
What’s more, we use ’A playful dog splashing around in a
puddle.’ to generate from an enhanced model (in the mid-
dle), which illustrates that our enhancement will not have
any side effect on the original concept.

The Monet & Snoopy ablation model demonstrates its
ability to emphasize Monet’s iconic features - vivid brush-
strokes and softened edges - or to generate a playful Snoopy
image, depending on the task. The enhancement model fur-
ther enhances these elements by focusing on the differences
between the basic SD model and the ablation models.

Quantitative results, presented in table 1a and ta-
ble 1b, indicate the models’ success in closely aligning
with Monet’s style and accurately generating Snoopy in-
stances, as evidenced by higher CLIP Scores and CLIP
Accuracy. ”S&M” denotes Snoopy and Monet, while
”S&G&N&R&M” includes additional characters for a
broader comparison.

These experiments highlight the models’ capability to
not only perform concept ablation tasks effectively but also
to surpass baseline performances, showcasing the potential
of task arithmetic in enhancing stylistic generation and im-
age instance creation. Despite challenges in distinguishing
between generic and specific instances, such as between a
regular dog and Snoopy, and the limitations of CLIP scores
as a linear measure, our approach significantly improves the
representation of targeted subjects and styles.

Task arithmetic’s impact on multifaceted image gen-
eration. The illustration of fig. 6 demonstrates task arith-
metic across three distinct tasks: object representation, style
rendering, and conditional control. The image showcases
displays a visual matrix where different models generate
variations of ”A Snoopy, painting in Monet style” and ”A
Grumpy Cat, painting in Salvador Dali style,” using a depth
map and scribble as conditional controls. Starting from
the origin on the coordinate axes, we observe concept ab-
lation, default, and enhancement, respectively. fig. 7 and
fig. 8 present more visualization results. They show dif-
ferent popular characters, Snoopy and Grumpy Cat, each
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A playful Snoopy splashing around in a puddle.

SD Snoopy

Ablate Snoopy Ablate Snoopy (ablate Monet & Snoopy)

Enhance Snoopy

Enhance Snoopy
A playful dog splashing around in a puddle.

Ablate Monet Ablate Monet (ablate Monet & Snoopy)

Enhance MonetSD Monet

A painting of a city in the style of Monet.

Figure 5: Visualization of different models related to style and object generation. Using Monet’s style as an example of
style and Snoopy as the object example, visualizations of both task addition and enhancement have achieved notable results.

Table 1: Quantitative results of different models related to style and object generation.Taking Monet generation as an
example of style generation and Snoopy generation as an example of object generation, the application of both task addition
and task enhancement has shown significant achievements.

(a) Quantitative results of different models related to Monet gen-
eration.

Experiments(↑)(↓) CLIP Score CLIP Acc.

SD Monet 0.763 1.00
Ablate Monet 0.637 0.54

Ablate Monet(ab S&M) 0.629 0.46
Ablate Monet(ab S&G&N&R&M) 0.625 0.5

Enhance Monet 0.787 1.00
Enhance Monet(en S&G&N&R&M) 0.810 1.00

(b) Quantitative results of different models related to Snoopy
generation.

Experiments(↑)(↓) CLIP Score CLIP Acc.

SD Snoopy 0.746 0.94
Ablate Snoopy 0.576 0.04

Ablate Snoopy(ab S&M) 0.581 0.02
Ablate Snoopy(ab S&G&N&R&M) 0.572 0.00

Enhance Snoopy 0.802 1.00
Enhance Snoopy(en S&G&N&R&M) 0.819 1.00

modified through various artistic styles and conditional con-
trols(canny edge map or scribble) to ablate or enhance cer-
tain features.

Models that are not orthogonal can also yield good
results in task addition. To delve deeper into the vast po-
tential of task arithmetic within stable diffusion models, we
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Figure 6: Visualization of task arithmetic applied to three types of tasks(object, style and conditional control). Task
arithmetic enabled models designed for three specific tasks to exhibit commendable performance within a single model,
without training and no extra model storage.

conducted integration tests on a greater variety of models.
Unlike task addition for instances and styles, we overlaid
multiple instance concept-ablation models. Task vector co-
sine similarity was used to measure the distance between
tasks. During experiments, the average distances of style
and instance task vectors were calculated. A cosine similar-
ity close to 0 indicates orthogonality, and the results shown
above indicate that task arithmetic performs well in such
cases. Further experimentation revealed that even with high
task vector cosine similarity among instances, close to 1, in-
dicating high task similarity, the fusion still achieved good
results and demonstrated effective weight disentanglement
of the model. As shown in fig. 9, the unified model was
then tested across each concept-ablation task. The results
confirm the model’s effectiveness, successfully omitting the
relevant concept in every task, a clear indication of achiev-
ing weight disentanglement and multi-task proficiency.

4.3. Ablation Study

In our ablation study, we employ visual demonstrations
to showcase the generative outcomes of models derived
from various combinations of Snoopy instances and Monet
style elements. Furthermore, we delve into a quantitative
analysis, taking Snoopy as a focal point, to examine the
impact of different magnitudes of task combination on the
model’s output. This investigation allows us to better under-
stand the intricate relationship between task weighting and
generative quality.

The illustration of the process of ablation experiments is
shown in fig. 11 in two segments. In part (a), the exper-

imental setup showcases the fusion of evaluation prompts
from Monet and Snoopy, creating a series of prompts that
contain both Monet style and Snoopy for input. Part (b)
shows the outcomes of using task enhancement on the basic
SD model and Monet ablation and Snoopy ablation models.
This procedure yields intensified models for both Monet
and Snoopy. Subsequently, various combinations of these
models are integrated, resulting in seven distinct blends: the
basic SD model, models that ablate or enhance Snoopy and
Monet simultaneously or selectively, and models that either
enhance or suppress one while leaving the other unaffected.

In fig. 13, we showcase the performance of seven dif-
ferent models in creating images based on the prompt ”A
Monet-inspired painting of a sunset, with a grateful Snoopy
giving its owner a loving look.” The first row features the
basic SD model’s interpretation. The second row shows
models that remove (ablate) both Snoopy and Monet’s style,
adding a unique capability. The third row amplifies both
elements, acknowledging that Snoopy rendered in Monet’s
style is an unusual combination, and our model’s attempt
to visualize the described scene could be limited by the
foundational SD model’s capabilities in this artistic area.
Rows four and five focus on selectively removing Monet
and Snoopy’s influences, respectively. The last two rows
highlight these characters individually, offering a detailed
look at the balance between removing and enhancing spe-
cific aspects of artistic style and character representation.

We conducted further exploration of how different lev-
els of the ablation task impact the resemblance of the gen-
erated images to the original Snoopy concept. Using the
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Figure 7: Visualization of Grumpy Cat-Dali ablation/ en-
hancement experiments under the conditional control of
a scribble.

Experiments(↓) CLIP Score CLIP Accuracy

SD S 0.746 0.94

Ablate S 0.576 0.04
Ablate 0.9S 0.579 0.02
Ablate 0.7S 0.599 0.04
Ablate 0.5S 0.622 0.14
Ablate 0.3S 0.658 0.38

Ablate 0.1S 0.713 0.86
Ablate 0.01S 0.743 0.94

Ablate 0.001S 0.747 0.94
Ablate 0.0001S 0.745 0.94

Table 2: Quantifying the impact of gradual ablation.
Taking Snoopy as an example, denoted by ’S’, we employed
the method of task arithmetic to examine the effects of vari-
ous degrees of Snoopy ablation on model-generated images.

pre-trained SD model, we performed experiments by adding
different coefficients of delta. We compare the CLIP Score

-S-M

+M

-M

Default

+S+M

+S

-S

-S+M

+S-M

Monet

Snoopy

Canny

A cute Snoopy is sitting happily, paint in Monet style

Figure 8: Visualization of Snoopy-Monet ablation/ en-
hancement experiments under the conditional control of
an edge map.
and CLIP Accuracy across different levels of Snoopy abla-
tion in table 2. The scores reflect how closely the generated
images align with the concept of Snoopy, while the accu-
racy indicates the model’s ability to correctly generate or
ablate the Snoopy concept. As the intensity of the abla-
tion decreases (indicated by decreasing multipliers like 0.9,
0.7, down to 0.0001), the CLIP Score generally increases,
showing a trend towards more Snoopy-like features in the
images.

4.4. Weight disentanglement emerges during pre-
training

Task arithmetic is not exclusive to diffusion models. In
fact, task arithmetic can also be performed on pre-trained
text transformers and convolutional neural networks [18].
To investigate this, we investigate the task addition of
ControlNets with randomly initialized convolution layers
(convs). The results in fig. 12 reveal that task arithmetic



6

Ablate grumpy catAblate Monet

Ablate Nemo Ablate R2-D2

Same integration（addition） model on different tasks

Figure 9: Visualization of an integrated model ablating different concepts. Through the method of task addition, we
merged models ablated for Monet, Grumpy Cat, Nemo, R2-D2, and Snoopy into a single model capable of multi-task
operations.

SD model Ablate r2d2 (Our 2-models-in-one model)

This helpful r2d2 will make your life easier.

Ablate r2d2 (Our 10-models-in-one model)

SD model Enhance nemo (Our 5-models-in-one model) Ablate nemo (Our 5-models-in-one model)

I‘m a little Nemo, swimming in the sea.

Figure 10: Visualization of more experiments.

is not achievable on randomly initialized convs. Indeed,
adding task vectors obtained from a random initialization
does not result in significant improvements in multi-task
performance over random chance. To the best of our knowl-
edge, it violates the assumptions of eq. (4), as a result, task
arithmetic is a property acquired during pre-training.

4.5. Comparison with Unified Concept Editing

Images in fig. 14 present a comparison of different model
outputs for the prompt at the bottom of the figure. The sym-
bols used are defined as follows:

• ”Ab” denotes ”ablate”, signifying the removal or

weakening of a specific concept in the generated im-
age.

• ”En” represents ”enhance”, indicating the strengthen-
ing or augmentation of a particular concept.

• ”S” refers to Snoopy, ”M” to Monet, ”G” to Grumpy,
and ”R” to R2D2.

• In parentheses, the use of ”&” to connect these abbre-
viations (e.g., S&M, S&G&N&R&M) indicates that
the corresponding model is a fusion of the respective
single-task models associated with those concepts.
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Snoopy enhance Monet
Monet enhance Snoopy
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Figure 11: The process of ablation experiments. Cross-
experimentation involving style enhancement/ablation (us-
ing Monet as an example) and object enhancement/ablation
(with Snoopy as the example) demonstrates the intricate in-
terplay between style and object representation.

A cute 
snoopy

A cute 
snoopy

Figure 12: Failure cases of violating the constraints. Af-
ter randomly initializing convolution layers in the right part
of ControlNet, we engage in task arithmetic to combine
tasks involving an edge map and a depth map. Subse-
quently, by using only a single conditional control as input
(with the upper part of the results utilizing an edge map and
the lower part a depth map), the output does not achieve the
anticipated target.

The green-framed section at the top provides reference im-
ages for contrast. We can see the images generated by Uni-
fied Concept Editing[7], though we edit it to ablate Monet
style, it’s more like Monet, especially the unobtrusive shad-
ing and outline strokes. Below that, in the purple frame,
are the results of a single multi-in-one model applied to a
coupling task. The image on the left results from the fu-
sion of two models, while the image on the right shows the
output when multiple models are fused, indicating a multi-
model integration approach. The bottom section, encased
in blue, displays models that have undergone negation fol-
lowed by addition operations to enhance the Monet style.
Similarly, the left image in this section represents the fu-
sion of two models, and the right image demonstrates the
fusion of multiple models.

In fig. 10, further experiments validated that our model
enhanced concepts through task negation and after merging
multiple models using task addition, its performance on the
original tasks not only remained stable but even improved.

5. Discussion and Limitations

We emphasize the substantial potential of task arithmetic
in stable diffusion models, highlighting its effectiveness
in multi-task operations and weight disentanglement. The
study showcases the model’s ability to integrate and am-
plify various concepts. The experiments demonstrate that
task arithmetic, including both enhancement and addition,
can significantly enhance model functionality without addi-
tional training, suggesting a new paradigm in model utiliza-
tion for complex image generation tasks.

We carried out experiments in task arithmetic on spe-
cific tasks spanning multiple categories, including objects,
styles, and conditional control. In the realms of objects and
styles, we employed task enhancement to achieve concept
enhancement. All outcomes aligned perfectly with our ex-
pectations.

In our experiments, we identified certain limitations as-
sociated with task arithmetic. Specifically, if the base model
begins with a random initialization, subtracting this model
from one trained on a specific task does not accurately pro-
duce the intended task vector. As a result, conducting task
arithmetic operations with these imprecise task vectors fails
to achieve the anticipated outcomes. However, employing
a pre-trained model such as SD-v-1.4 as the base model for
task arithmetic yields favorable results.
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