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Abstract. In recent years, more researchers in the field of multi-modal
tracking have focused on various algorithms for RGB-T tracking, lever-
aging the complementary nature of RGB and TIR imaging to achieve
good application results. However, their performance tends to degrade in
specific scenarios where the target is color-camouflaged and TIR modal-
ity is ineffective. Our experiments reveal that ultraviolet (UV) sensors
can effectively image certain camouflage materials. Therefore, in extreme
scenarios where the target is color-camouflaged and TIR modality is in-
effective, UV modality can serve as a supplementary means to RGB
and TIR modalities, enhancing tracking performance. In this paper, we
propose the first multi-modal object tracking network for visible light,
thermal infrared, and ultraviolet, namely VT UTrack, which achieves bet-
ter tracking performance in complex scenarios. Furthermore, to meet
the needs of real-time tracking applications, we introduce an adaptive
candidate elimination mechanism based on modality reliability within
the ViT (Vision Transformer) backbone network, reducing the computa-
tional burden of multi-modal feature extraction and improving tracking
inference speed. Extensive experiments further demonstrate the effective-
ness of our proposed RGB-T-UV multi-modal object tracking method.
The VUOT dataset is available at https://drive.google.com/file/d/
1f2Ff1hUTvEDERJ_j 18P1k4XoOur_BLXN/view?usp=drive_link.

Keywords: RGB-UV object tracking, Dataset, Transformer network,
Adaptive feature selection mechanism.

1 Introduction

Given the initial position of a target, the visual object tracking is used to capture
the target in subsequent frames [I3], where the target can suffer out-of-view, oc-
clusion, variation in illumination and blur. Current algorithms have addressed
some of these challenges in the visible (RGB) mode. However, under extreme
conditions where the target is actively camouflaged, the limited information
provided by the RGB modality can result in color confusion between the tar-
get and the background, making it difficult to distinguish between them. Our
experiments reveal that ultraviolet (UV) imaging is more sensitive to certain
camouflage materials. As shown in Fig.[I] UV imaging outperforms RGB imag-
ing in these scenarios. Therefore, UV can supplement RGB by leveraging its
advantages to address such tracking problems.


https://drive.google.com/file/d/1f2FflhUTvfDERJ_j18Plk4XoOur_BLXN/view?usp=drive_link
https://drive.google.com/file/d/1f2FflhUTvfDERJ_j18Plk4XoOur_BLXN/view?usp=drive_link
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Fig. 1: Multiple RGB and UV modality image pairs sampled from the VUOT
dataset, where the UV modality demonstrates superior imaging performance for
the target.

With the advancement of UV imaging technology, UV lenses can now di-
rectly generate clear images of objects using only weak UV light sources. They
typically capture UV spectrum wavelengths ranging from approximately 10 to
400 nanometers. In UV imaging, all objects reflect UV light to varying degrees.
Since camouflage materials cannot match the reflectance of any natural environ-
ment, the difference in UV reflectance can be used to achieve ultraviolet-sensitive
imaging of camouflage materials. Therefore, UV imaging is more effective than
RGB imaging for some camouflage materials, and by combining both RGB and
UV information, we can achieve more robust tracking performance in certain
challenging scenarios.

However, the current lack of datasets is a major bottleneck in RGB and UV
fusion tracking, particularly for data-driven deep learning models where datasets
are crucial for training, evaluation, and tuning. Although there are several pub-
licly available visible-thermal (RGB-T) benchmark datasets in the field of fusion
tracking, including VTUAV [I§], LasHeR [10], RGBT210 [I1], and RGBT234 [9],
there is a lack of publicly available datasets for RGB and UV object tracking.
To achieve RGB-UV object tracking, this paper constructs a RGB-UV object
tracking dataset that includes various extreme scenarios and proposes an efficient
network for RGB-UV object tracking. The main contributions are as follows:

(1) We construct a dataset for visible and ultraviolet object tracking (VUOT)
that includes various challenging scenarios with target-background confusion. To
our knowledge, VUOT is the first dataset specifically designed for RGB and UV
tracking. Furthermore, we consider data attributes such as target occlusion and
out-of-view to achieve a comprehensive evaluation with wider applications. We
also provide exquisite target annotations in frame levels, which can meet the
requirement of training trackers.

(2) We propose a visible and ultraviolet object tracking transformer network,
namely VUTrack, which fully leverages the complementary information from
the RGB and UV spectra to significantly improve the tracking performance in
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challenging scenarios with target-background confusion. Moreover, we introduce
an adaptive feature selection mechanism based on modality reliability into the
ViT [2] backbone network to reduce the impact of less efficient modalities on
tracking inference speed, thereby further improving the overall performance of
the tracker.

(3) Using the VUOT dataset, we conduct extensive experiments on leading
multimodal fusion trackers. The experimental results demonstrate the effective-
ness of both our VUOT dataset and the VUTrack network. Based on these
findings, we further analyze the potential applications of UV in object tracking
and provide fundamental insights.

2 Related Work

In this section, we briefly review different fusion tracking datasets and fusion
tracking methods.

Fusion Tracking Dataset. With the rapid development of various opti-
cal imaging sensors, an increasing number of sensors are being applied to the
field of object tracking. Currently, more researchers are focusing on the devel-
opment of algorithms for RGB-T object tracking, and several public datasets
have been constructed for this purpose. In 2016, Li et al. [8] release a gray-scale
RGB-T dataset with 50 videos. Later, RGBT210 [1I] and RGBT234 [9] are pro-
posed, containing 210 and 234 test videos. In recent years, Li et al proposed the
large-scale LasHeR [10] dataset for short-term RGBT tracking, and Zhang et al
constructed a high-resolution, large-scale VTUAV [I8] dataset. These datasets
provide abundant data resources for the training and testing of RGB-T algo-
rithms, significantly promoting the rapid development of the field. However, to
the best of our knowledge, there is still a lack of publicly available datasets
for visible and ultraviolet object tracking. This gap limits in-depth research in
the field of visible and ultraviolet fusion, highlighting the urgent need for the
development of new datasets to support algorithm development and application.

Fusion Tracking. Currently, there are no publicly available visible and ul-
traviolet fused tracking algorithms. Therefore, this paper primarily discusses
RGB-T object tracking algorithms. Since both thermal infrared and ultravio-
let images are grayscale and share similar data characteristics, this paper will
extend existing RGB-T tracking algorithms to explore visible and ultraviolet
fused tracking. Since the introduction of the Transformer architecture into the
object tracking field by ViT in 2020, Transformer-based models have signifi-
cantly improved tracking performance by replacing traditional CNN backbone
networks. However, the high computational complexity and large number of net-
work parameters of Transformers inevitably reduce inference speed, affecting the
real-time performance of the algorithms. The latest RGB-T fused tracking al-
gorithms, TBSI [5] and ViPT [20], adopt a powerful ViT as the base network
architecture. They design the fusion module as an independent component that
is inserted between two Transformer encoders to achieve better feature fusion
between the template and search region. While this method enhances the in-
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Table 1: Statistics comparison among existing multi-modality tracking datasets.
Modality Datasets Num.Seq Avg.Frame Min.Frame Max.Frame Total.Frame Resolution Year

GTOT 8] 50 157 40 376 7.8K 384*%384 2016

RGB-T RGBT210 [IT] 210 498 40 4140 104.7K 630%460 2017
VOT2019 [7] 60 334 40 1335 40.2K 630*460 2019
RGBT234 [9] 234 498 40 4140 116.7K 630*%460 2019

RGB-UV VUOT(Ours) 226 332 182 596 75.3K 960%720 2024

teraction capability between modalities during the feature extraction phase, it
requires computation on all image tokens during feature extraction and cor-
relation modeling, increasing computational complexity and making real-time
performance nearly unattainable. Inspired by OSTrack [16], to achieve a more
efficient ViT network for visible and ultraviolet fused tracking, we introduce a
modality reliability-based adaptive feature selection mechanism within the back-
bone network. This mechanism retains more effective modality information in
the early stages of the ViT network, reducing the computational burden of less
effective modalities. This approach improves tracking inference speed, better
balancing the trade-off between inference speed and tracking performance.

3 VUOT Dataset

3.1 Overview of the Dataset

The VUOT data collection used a multi-sensor lens platform with two degrees of
rotational freedom. The RGB camera used is a Sony Starvis camera with a reso-
lution of 1920x1080, while the UV camera is a UV230M imager that captures UV
spectrum in the wavelength range of 20-400nm, with a resolution of 960x720. We
maintained a distance of 20-50 meters between the collection platform and the
target to obtain appropriate target sizes. We collected 226 sequences, comprising
75,370 image pairs. All images were downscaled to a resolution of 960*720 and
stored in JPG format, with a sampling rate of 30 fps, resulting in a total data
size of 31.5GB. Of these, 160 sequences are designated as the training set and 66
sequences as the test set. All sequences are provided with frame-by-frame precise
target annotations, including bounding boxes that indicate the true position of
the target, totaling 75,370 frame-level annotations. As shown in Table [I} the
scale of this dataset is comparable to earlier RGB-T datasets, providing robust
data support for algorithmic research.

3.2 Image Alignment and Target Annotation

Image Alignment. Due to differences in the magnification and imaging range of
different sensors, even though preliminary optical axis alignment was performed
during the data collection process, view discrepancies still arise during optical
fusion, leading to imperfect alignment of multimodal images. In multimodal
object detection tasks [IJI7J6], multiple targets need to be located and globally
aligned, but radial distortion can affect alignment, especially near the image
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Table 2: Object and Scene Attributes.
Modality Attributes| Sequence Attributes
UV-S RGB-S PO OV DEF LR CM

Object Categories |Number

Yellow Camouflage Net| 37 19 12 3 3 0 11 37
Green Camouflage Net| 157 82 39 38 18 0 24 157
Person in Camouflage 42 10 23 3 3 4 4 2

boundaries. Unlike these tasks, visual tracking focuses more on the local region
of the target object. Therefore, although radial distortion issues still exist in our
dataset construction, our focus is on ensuring precise alignment of the target
coverage area in each frame. In our VUOT dataset, we first perform image
alignment on the initial frame of each video, and then inspect each frame of the
video for misalignment, manually correcting any discrepancies. Through this
process, the image pairs in all video sequences achieve a good level of alignment.

Target Annotation. To construct a high-quality dataset, we adopt a com-
bination of automatic and manual annotation methods to provide dense and
precise bounding boxes for the targets. Initially, we use an automatic annota-
tion method to convert videos into image sequences at a rate of 30 frames per
second. The target position information of the first frame is input into the high-
performance tracker OSTrack [16], which generates tracking predictions for all
subsequent frames, thereby achieving preliminary batch target annotation. Sub-
sequently, we employ manual annotation methods using custom annotation soft-
ware to scrutinize and manually correct each frame and its initial annotations.
This combination improves both the efficiency and accuracy of the annotations.

3.3 Data Attributes

Object and Scene Attributes. The VUOT dataset includes various challeng-
ing scenarios where the target foreground and background colors are confused.
As shown in Fig. [2] the scenes we collected are primarily natural environments,
including grasslands and jungles of different colors. The tracked targets are di-
vided into three categories: green camouflage nets, yellow camouflage nets, and
people in camouflage clothing. For stationary targets, we collected videos by
moving the camera. To account for real-world tracking challenges and enrich the
diversity of the dataset, we defined five sequence-level challenge attributes: Par-
tial Occlusion (PO), Out of View (OV), Low Resolution (LR), Camera Motion
(CM), and Deformation (DEF). Some sequences may contain multiple challenge
attributes. Additionally, to facilitate the evaluation of the effectiveness of the two
modalities, we defined two modality attributes based on visual contrast effects:
"UV-Salient (UV-S)" and "Visible-Salient (RGB-S)". Detailed data statistics
are shown in Table 2

Bounding Box Attributes. We conducted a detailed analysis of the dis-
tribution position and size of the bounding boxes. First, from the distribution
of the first frames of the video sequences, as shown in Fig. 3| (a), the targets
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Fig.2: (a) Target with yellow camouflage net, (b) Target with green camouflage
net, (c) Target with person in camouflage.
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Fig.3: (a) First Frame Bounding Box Distribution Map, (b) Distribution Map
of All Bounding Boxes, (¢) The Ratio of Bounding Boxes to Images.

in the initial frames are primarily concentrated in the center of the image, but
there is also a certain distribution in the boundary areas of the image. This
broad distribution helps to enrich the diversity of the data. We also analyzed
the target distribution across all frames of the entire dataset. As shown in Fig. [3]
(b), the targets generally move around the center of the image but also exhibit
wide-ranging movements. This movement pattern effectively reflects the real-
world relationship between the target and the distance to the image. Moreover,
this data collection mainly covers close and medium-distance scenes, with the
distance between the collection platform and the target ranging from 20 to 50
meters. The ratio distribution of target sizes is quite extensive, increasing the
diversity of target sizes and further enriching the characteristics of the targets,
as shown in Fig. 3] (c).
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3.4 Evaluation Metrics

In our dataset, we use three widely recognized tracking algorithm evaluation
metrics [10]: Precision Rate (PR), Normalized Precision Rate (NPR), and Suc-
cess Rate (SR).

e Precision rate (PR). The precision rate is to calculate the percentage of
frames where the distance between the predicted position and the ground truth
is within a certain threshold range. In this work, due to the close-range scenes
and relatively large targets in our dataset, we set the threshold to 10 pixels to
compute a representative PR score.

e Normalized precision rate (NPR). Since the precision metric is easily af-
fected by the image resolution and the size of the bounding box, we further
normalized the precision as the second metric. For detailed calculation of NPR,
please refer to [I4].

e Success rate (SR). The success rate is to calculate the ratio of successful
frames where the overlap between the predicted bounding box and the ground
truth is greater than a certain threshold. In this work, we employ the area under
curve to compute the representative SR score.

These metrics are utilized to evaluate the performance of the proposed VU-
Track method and other trackers on the VUOT dataset, as shown in Table
Additionally, the impact of the adaptive feature selection mechanism on these
metrics is analyzed in Table [4

4 Visible and Ultraviolet Object Tracking Network

In this part, we introduce an object tracking network based on visible and ultra-
violet, namely VUTrack. The overall framework of our method is shown in Fig. [4]
First, the input visible (RGB) and ultraviolet (UV) search region and template
images are segmented and flattened as a sequence of patches (tokens), which are
then input into a series of shared Transformer blocks for feature extraction and
search-template matching within each modality. We propose an adaptive fea-
ture selection mechanism based on modal reliability, which is inserted between
the Transformer blocks. This mechanism selects the modality information most
suitable for the current tracking scene and discards the less efficient modality in-
formation. Finally, the tracking head obtains the combined RGB and UV search
region features from the backbone network and completes the target prediction.

4.1 Multimodal ViT for RGB-UV Tracking

Based on the powerful feature extraction capabilities of ViT, this algorithm
extends the ViT network as the backbone for multimodal object tracking and
performs joint feature extraction and search template matching for RGB and UV

images through multiple layers of Transformer blocks. Here, X:;Z;)age, Ximage ¢

RH=xWax3 pepresent the RGB and UV search region images, and Z:ZZag ¢ Zimage ¢
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Fig.4: The overall architecture of VUTrack. The template and search region
are split, flattened, and linear projected through dual embedding layers. Image
emeddings are inputted into the Transformer blocks for feature extraction and
search-template matching within each modality. The adaptive feature selection
mechanism retains more reliable modality features, reducing the interference of
less efficient modality features. Finally, the combined RGB and UV search region
features are fed into the tracking head to complete the target prediction.

RH=xW=-x3 represent the RGB and UV target template images, where the image
resolutions for the different modalities are assumed to be aligned. First, these
images are divided into patches of size P x P and each is flattened into a se-
quence of 4 patches, X, g, Xy» € RN=x(3P%) and Zyrgbs Zuy € RN-X(P?)  where
N, = Hy PW”” N, = H;,‘;Vz denote the number of patches for the search region and
template, H, W, and H,W, denote the height and width of the search region and
template, respectively. Then, we use linear projection layers E,,, € RGP *)xD

and Ey, € RGPI*D 16 project X,gp, Xuv, Zrgh, Zuy to a D-dimensional latent

space, while adding the positional information Pl Py and P2y Pr, to the
patches. The result of the projection is illustrated as follows:

rgb - [ rngTgby Z'rng’r‘glh .. ngbE’!gb] + P’rzglﬂ (1)

[Zquu’U7ZuUEUU7"-7Zuv Euv] +P7fv7 (2)

T‘gb - [ 'rngTgb7 X’rngTgb7 R Xi\;al;ETgb] + Pfgb? (3)

= [XawBuv, Xgo Euv, -+, X Bus] + Pl (4)

Then, the RGB and UV tokens are concatenated to form H,g, = [X] ;27 ] €
RWetNIXC and Hy, = [X/,,; 2!, € RWetNIXCand they are respectively

’U/U’
input into a series of Tranbformer blocks for joint feature extraction and search
template matching for the multimodal features. Since the operations on the
RGB and UV modalities are similar, we describe ViT in detail using the RGB

modality as an example. For simplicity, the subscript _rgb is omitted hereafter.
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In each Transformer block, matrix H first undergoes three projections to obtain
the query @, key K, and value V. Then attention weights are calculated using
matrix multiplication to aggregate features, as shown below:

[QZ;QIHKZ;KAT>

Vg

([QszTa Qng; QszT» QIK;D
vy,

Here, W,, represents the similarity measure between the target template and

the search region, while the rest are classified similarly. The output A can further
be expressed as:

A = Softmax < (5)

= Softmazx < (6)

A= [szvz + Wszz; szVz + Wzmvm] (7)

On the right side of Equation (7), W,,V, is responsible for the aggregation of
features between the images, which corresponds to the feature extraction process
of the search region. Therefore, as the stack of Transformer blocks continues, the
features and matching relationships between the search region and the target
template tokens are gradually extracted, facilitating the localization of the target
object within each modality. To simplify the model and reduce computational
overhead, the parameters of the Transformer blocks are shared among the RGB
and UV modalities, avoiding redundant calculations and model redundancy.

4.2 Adaptive Feature Selection Mechanism

We propose an adaptive feature selection mechanism based on modality relia-
bility, which helps the ViT network in the early stages to select more suitable
modality search region features for the current tracking scene and remove more
background features of less efficient modalities. This approach alleviates the
computational burden and reduce the negative impact of background noise from
less efficient modalities on feature learning. We repeatedly insert the adaptive
feature selection mechanism between the Transformer blocks of the dual-stream
ViT backbone, controlling the feature selection modules of the two modalities
by computing modality reliability scores. Fig. |5 illustrates the adaptive feature
selection mechanism based on modality reliability.

Feature Selection Module. Previous trackers retain all candidate objects
during feature extraction and relation modeling, recognizing background regions
only in the final output of the network. However, we adopt the candidate elim-
ination idea from OSTrack [I6], retaining the target candidate features of each
modality in the early stages of ViT and gradually eliminating features that be-
long to the background. We use multi-head self-attention in ViT to generate
multiple similarity scores. We average the similarity scores of all attention heads
to obtain the final similarity scores for the target and candidate regions of the
two modalities. A candidate is more likely to be a background region if its sim-
ilarity score with the target is relatively small. Therefore, we only retain the
candidate feature objects corresponding to the top k similarity scores (where
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Fig. 5: Adaptive Feature Selection Mechanism

k is a hyperparameter defined as the retention rate p = %), and discard the
remaining candidate features. Additionally, we record the original order of all
candidates so that, after completing the feature selection, we can restore the
original order of the selected feature objects and fill the missing positions with
ZEros.

Adaptive Feature Selection Mechanism. To fully utilize the modality-
specific feature information in the current scene, this paper proposes an adaptive
feature selection mechanism. As shown in Equation (7), during the feature se-
lection stage, the similarity .S between the target template and the search region
is calculated through multi-head attention, and the average of the lowest IV,
candidate regions with the highest similarity is selected to calculate the mean
difference score, where IV, represents the number of tokens in the target tem-
plate. The smaller the mean difference, the higher the reliability of the target
token within the background region. Thus, the reliability score R4, and Ry, for
different modalities is defined as:

i (57 — s7m)

R =
N

(8)

By calculating the reliability scores R,4, and Ry, for different modalities and
then applying softmax processing, we obtain the adaptive weights \,g, and Ay,
as follows:

>\Tgb7 /\uv = Softmaz(Rrgba Ruv) (9)

The adaptive weights A.4, and A, are combined with the initial modality
retention rates prqp and py, to calculate the adaptive feature retention rates p/. b
and p!,,:

P/rgb = Argb * (Prgb + Puv) (10)
P;w = Auv * (Prgb + Puv) (11)
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Table 3: Comparison with state-of-the-art methods on the VUOT Dataset. The
values within parentheses represent the changes in scores after introducing the
UV modality. The best two results are shown in red and blue fonts.

Method Source SRRGB lllﬁfgda;th SR RGB—U\P/)Q/Iodahty NTPR FPS
SiamCDA[I9]|TCSVT21] 62.8 51.9 63.9]66.6(+3.9%) 59.2(+7.3%) 68.3(+4.3%) [26.2
HMFT[I8] | CVPR22 |63.2 51.4 64.9|66.9(+3.7%) 60.4(+9.0%) 68.6(+3.7%) |31.7
VIPT[20] | CVPR23 |64.4 54.1 65.5|72.5(+8.1%) 63.0(+8.9%) 71.9(+6.4%) |35.3
TBSIfF] | CVPR'23 |70.2 58.0 68.7 | 74.2(+4.0%) 65.3(+7.3%) 75.8(+7.2%) |40.0
UVTrack | Owrs | 72.1 63.8 71.1]|76.7(14.6%) 68.3(15.5%) 77-3(16.2%) |76.9

To prevent the excessive elimination of features, the number of retained fea-
tures is set to a maximum of N,. The adaptive feature selection mechanism
can retain more effective modality features, reducing the interference of ineffec-
tive modalities, and thereby improving inference speed while maintaining high
inference performance.

5 Experiments

5.1 Evaluation on VUOT Dataset

To our knowledge, there are currently no publicly available trackers based on
visible and ultraviolet modalities. Through experiments, we found that dual-
modality RGB-T trackers can also achieve good modality complementarity ef-
fects on the VUOT dataset. Therefore, to demonstrate the effectiveness of our
VUOT dataset, we selected four popular dual-modality RGB-T trackers (Siam-
CDA [19], HMFT [18], VIPT [20], TBSI [5]) for testing. As shown in Table 3] we
didn’t modify any parameters of the four RGB-T trackers and used the published
network models of each tracker to retrain and test on the VUOT dataset, eval-
uating the trackers’ precision rate, normalized precision rate, and success rate.
Additionally, to compare the effectiveness of different modalities in the VUOT
dataset, we analyzed and compared two modes during the testing phase (the
first mode: RGB only, the second mode: RGB and UV dual modalities). The
experimental results show that the introduction of the UV modality achieves an
average improvement of 7.99%, 5.75%, and 4.85% in PR, NPR, and SR scores for
the four trackers (SiamCDA, HMFT, VIPT, TBSI), respectively. These experi-
mental results demonstrate the effectiveness of the UV modality in the VUOT
dataset, showing that the UV modality has great potential in the field of object
tracking.

5.2 Experimental Analysis of VUTrack

Our model is implemented using PyTorch [I5].To ensure fairness, our method
and other methods were experimented on using an NVIDIA RTX 4090 GPU. We
adopt AdamW as the optimizer, with a weight decay of le-4 and a learning rate



12 Song Q, Wang X, et al.

RGB Modality

RGB-UV Modality

SiamCDA —— HMFT —— VIPT TBSI VUTrack

GT

Fig.6: Visual comparison between our method and other trackers using data
from the VUOT dataset. The RGB modality indicates that the tracker is tested
using only RGB data, while the RGB-UV modality indicates that the tracker is
tested using RGB data supplemented with UV data. Best viewed in color.

of 4e-4 for the backbone. The size of the search region was adjusted to 256 x 256,
and the template size was adjusted to 128 x128. Each batch size is set to 16, and
each epoch consisted of 12k image pairs. We pretrained the network on RGB
tracking datasets such as COCO [12], LaSOT [3], GOT-10k [4], and TrackingNet
[14], then trained on the VUOT training set and tested on the VUOT test set.
AS shown in Table [3] and Fig. [f] our VUTrack network outperformed the other
4 trackers in both performance and speed. Compared to the state-of-the-art
method TBSI, we achieved improvements of 2.5%/3.0%/1.5% in SR/PR/NPR,
and our inference speed is 1.9 times that of TBSI. The experimental results
fully demonstrate the effectiveness and efficiency of VUTrack. It is worth noting
that, to the best of our knowledge, VUTrack is the first method for visible light
and ultraviolet object tracking. Our method shows excellent adaptability to the
dynamic relationship between the RGB and UV modalities.

5.3 Ablation Study and Analysis

To verify the effectiveness of the adaptive feature selection mechanism based
on modality reliability, we conducted comparative experiments with and with-
out the adaptive feature selection mechanism. The effectiveness of the adaptive
feature selection module in VUTrack was assessed in terms of inference speed
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(FPS), Multiply-Accumulate Operations (MAC), and tracking performance. As
shown in Table [d] the introduction of the adaptive feature selection mechanism
reduced MACs by 25.6%, increased tracking speed by 70.2%, increased SR by
0.12%, PR by 0.2%, and NPR by 0.17%. The results indicate that incorporat-
ing an adaptive feature selection mechanism can significantly improve inference
speed while ensuring better tracking performance.

Table 4: Comparison with and without the Adaptive Feature Selection Mecha-
nism.

Method FPS |MACs(G)| SR | PR |[NPR
Without Adaptive Feature Selection Mechanism|45.21| 59.16 |76.60(68.09|77.10
Adaptive Feature Selection Mechanism 76.94| 44.02 |76.72|68.29|77.27

6 Conclusion

In this paper, we constructed the first dataset for visible and ultraviolet object
tracking (VUOT). By utilizing the characteristics of UV imaging, we used UV
as a complementary means to RGB to address tracking issues caused by target
and background color confusion under target camouflage. Additionally, we con-
ducted exploratory research in the field of RGB-UV fusion object tracking and
proposed an efficient transformer network for visible and ultraviolet object track-
ing (VUTrack). By introducing an adaptive feature selection mechanism based
on modality reliability, we can achieve efficient inference speed while ensuring
better tracking performance. Analysis of the research results indicates that the
UV modality can supplement RGB with additional information in complex out-
door environments. This has potential for broad applications in the military in
the future, playing a critical role in areas such as drone reconnaissance, object
tracking, and military operations.

Limitations. The UV sensor is highly sensitive to lighting conditions; under
low-light conditions, the UV imaging performance is significantly affected. In the
future, we plan to explore incorporating infrared into our VUTrack algorithm.
By leveraging the complementary information from three modalities, we aim to
develop a multimodal fusion tracking method that can adapt to complex scenes
and deliver improved tracking performance.
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