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Abstract

Recent advances in autonomous driving have greatly
increased the focus on place recognition technology,
a crucial aspect of environmental perception. How-
ever, current multimodal fusion techniques for com-
bining camera and LiDAR data often neglect the dis-
tinct measurement attributes of these sensors, thereby
restricting the efficiency of accurate place identifica-
tion. In this work, we introduce LoG-PR, a multi-
modal place recognition approach that integrates 2D lo-
cal and 3D global features and combines them through
cross-attention to improve recognition accuracy. Our
approach handles each modality separately, generat-
ing a comprehensive descriptor tensor through data fu-
sion and key point enhancement, leveraging the unique
strengths of both sensors. We simultaneously em-
ploy voxel-based and point-based methods for captur-
ing global characteristics of the surveyed environmental
point cloud, while utilizing residual neural networks to
extract intricate local features from images. To effec-
tively exploit the potential correlations between images
and point clouds, we develop a cross-attention trans-
former that integrates complementary information from
diverse modalities while preserving the original feature
information. We test our method on the open-source
benchmarks including Oxford RobotCar, NCLT, KITTI
and MUN-FRL. The results demonstrate a significant
performance improvement compared to existing SOTA
methods, effectively enhancing the accuracy and robust-
ness of place recognition. Our code is publicly accessible
at: https://github.com/LuXu(01/Log-PR.
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Figure 1. The pipeline of LoG-PR achieving place retrieval. An
real-world data example is shown in the figure, where point A
is the correct match to the query, while B and C are incorrect.
Multimodal place perception data is fed into the LoG-PR network
mapping the visual measurements as descriptors. Place retrieval
is achieved by searching for the nearest neighbor tensor in the de-
scriptor space. The bottom-right figure shows a visualization of
the nearest neighbor search, with yellow dots marking the top 25
neighbors closest to the query.



1. Introduction

Place recognition (PR) stands as a prominent research
topic within the realms of computer vision and artificial in-
telligence. It plays a vital role in simultaneous localization
and mapping (SLAM) and global localization for robots.
Through place recognition, vehicles are enabled to build the
correct topological structure of the physical world, enhanc-
ing localization precision by matching the present view with
that in the map database.

In autonomous vehicle systems, PR is typically classified
into 2D visual perception and 3D stereo perception based
on sensor usage. 2D visual perception primarily relies on
onboard cameras to acquire environmental data, providing
high-resolution color images that capture detailed informa-
tion effectively at low cost. However, cameras are con-
strained to capturing objects within their field of view and
are vulnerable to interference from adverse weather condi-
tions such as rain, snow, or fog. Additionally, they are sensi-
tive to variations in ambient light conditions. 3D stereo per-
ception primarily relies on onboard LiDAR to acquire envi-
ronmental data. LiDAR offers several advantages, such as
the ability to detect objects at greater distances, accurately
measure distances between objects and the sensor, generate
precise point cloud data, and operate effectively regardless
of lighting conditions. This makes it suitable for use in both
low-light and high-light environments. However, LIDAR
faces challenges in capturing fine details, and cannot distin-
guish object colors and textures. In summary, cameras and
LiDAR each possess their own strengths and weaknesses.
In many cases, 2D and 3D data are highly complementary,
and their integration can compensate for the limitations of
individual sensors, leading to more comprehensive environ-
mental perception.

Multimodal data fusion is widely acknowledged in
academia and industry as a crucial direction for advanc-
ing autonomous vehicle perception technology. While mul-
tisensor fusion can significantly enhance PR performance,
existing multimodal methods lack a tightly integrated data
fusion module, hindering better place retrieval. LiDAR
point clouds provide a broad range of measurements, en-
abling a more comprehensive representation of the entire
scanned scene through global 3D descriptors. Notably, in
road scenarios, the global descriptor in point clouds ex-
hibits approximate equivariance to laser scan rotations and
translations, while considering the spatial object distribu-
tion [25]. On the other hand, cameras capture rich color
and texture details of objects, providing a more detailed rep-
resentation of specific objects in the scene. 2D Local de-
scriptors focus on scenario details, aiding in the recognition
of places through prominent landmarks. However, feature
concatenation used in SOTA multimodal PR approaches,
such as those in MinkLoc++ [17], CORAL [31] and the
large scale PR method proposed by [39], may not be the

most efficient or comprehensive way, as it extends the de-
scriptor dimension through tensor stacking and ignores the
implicit relationships between different modalities, making
it challenging to emphasize key information efficiently and
effectively.

In this work, we introduce LoG-PR, a multimodal fusion
network for PR in road scenes (see Fig.1). Perceptual data
from LiDAR and camera is fed into the feature extraction
head to concurrently produce local 2D and global 3D fea-
tures. Then, we design a cross-attention transformer mod-
ule to achieve efficient and comprehensive data fusion by
highlighting the most valuable key features. Through the
combination of local and global features and the incorpora-
tion of the transformer, our approach exhibits a robust ca-
pability for place retrieval in scenarios involving viewpoint
changes and scene transitions. In summary, the main con-
tributions of our work are as follows:

* We present a novel multimodal place recognition
method called LoG-PR that integrates local 2D and
global 3D features, advancing the current SOTA in
terms of the PR task in road scenes.

* We introduce a cross-attention transformer module ac-
counting for various measurement properties of cam-
era and LiDAR to achieve more efficient and compre-
hensive fusion of visual local features and point cloud
global features.

* We conduct experiments on the Oxford RobotCar,
NCLT, and KITTT datasets to evaluate the performance
of our method across diverse environments. When our
paper is accepted, a link to the code is made public.

2. Related Work

2.1. Image-based and Point Cloud-based Place Recogni-
tion

Traditionally, visual place recognition (VPR) depends
on techniques of handcrafted features extraction from im-
ages, such as local features like SIFT [22] and SURF [3], or
global features like HOG [8]. In recent years, deep learning
technologies have been employed to address the challenges
of VPR. Recent studies broadly categorized into global and
local descriptors. Local descriptors are a collection of vec-
tors that represent specific local regions in an image, con-
taining detailed local information. Chen et al. [7] extract
local features directly from the convolutional layers and
utilized higher convolutional layers to pool these features,
creating multiple local descriptors to represent each image.
Global descriptors are single vectors representing the entire
image, encapsulating the overall information of the image.
Arandjelovic et al. [2] treating the output of convolutional



layers as W x H local descriptors of length K and aggregat-
ing them with a specially designed pooling layer to obtain a
global descriptor.

Given the irreplaceable advantages of LiDAR data, such
as extensive perception range and immunity to varying il-
lumination conditions, PR using LiDAR has emerged as a
highly focused research subject. LiDAR place recognition
(LPR) can be broadly categorized into three types based
on the input point cloud type, i.e. point-based, projection-
based, and voxel-based. PointNetVLAD [35] is a point-
based method. It integrates PointNet [32] and NetVLAD
to tackle the PR problem. Ma et al. [29] introduce the
OverlapTransformer, a projection-based method. It projects
point clouds into range images and incorporates Trans-
former and NetVLAD to achieve yaw rotation invariance.
MinkLoc3D [16] adopts a voxel-based approach. It uses
sparse voxelized point cloud representation and sparse 3D
convolutions to compute a discriminative 3D point cloud
descriptor.

2.2. LiDAR and RGB Camera Fusion for Multimodal Place
Recognition

Multimodal fusion for PR is a complex and challeng-
ing research area that involves integrating data from various
sensors to overcome the limitations of individual modal-
ities. PIC-Net [24] is a collaborative network of point
clouds and images for large scale PR. It uses spatial atten-
tion VLAD to fuse discriminative points and pixels. Min-
kLoc++ [17] is a fusion method for LiDAR and monoc-
ular images for PR. This method concatenates the image
descriptors and point cloud descriptors along the channel
dimension, forming a multimodal descriptor. Many exist-
ing camera-LiDAR fusion methods simply combine the two
sensors without considering their performance characteris-
tics in different environments. AdaFusion [18] employs an
attention branch network that adaptively assigns weights to
the camera and LiDAR sensors based on current environ-
mental conditions. LCPR [42] fuses LiDAR point clouds
with multiview RGB images to generate discriminative and
yaw rotation-invariant representations of the environment.

Previous research has achieved significant progress in
PR, but certain challenges remain. Specific point feature
extraction schemes have various limitations. For instance,
methods such as PointNet, which are point-based, often ne-
glect the local structural relationships among points. Con-
versely, voxel-based techniques employ sparse 3D convo-
lution architectures to extract feature-rich information but
may lose some points during quantization. Moreover, mul-
timodal fusion approaches that rely on simple concatena-
tion or summation of descriptors not only increase the di-
mension of descriptors but also disregard the inherent fea-
ture correlations among different modalities, thereby im-
pacting the efficiency and accuracy of PR. To address these

issues, we propose a local and global feature cross-attention
multimodal place recognition approach. By leveraging
cross-attention, we highlight the most valuable key points
within fixed-dimensional descriptors and effectively utilize
the complementary information provided by both modal-
ities, capturing the intricate relationships between the 3D
global features and the 2D local features.

3. Problem Statement

The reference database M,y = {my,k =1,--- ,N}
is defined as a collection of pairs my, = {Py, Z; } of single-
shot 3D LiDAR scans P, and RGB images Zj. Each pair
of measurements is synchronized and marked with GPS co-
ordinates at the sampling location. Let q represent a query
pair comprising a single LiDAR scan P, and a color image
1, captured at a particular timestamp. Then, the multimodal
PR problem is defined as retrieving the best match m* =
{P*,7*} from M, which is the closest neighbor with g
in the high-dimension descriptor space R™ M = Lp+L7.
We aim to design a network ®(-) that encodes the multi-
modal measurement pair as an identified scene descriptor.
This is allow us to retrieve the correct match m* € M,..¢
through nearest-neighbor search in the reference database:

m” = argmin d(®(q), ®(my)), (D

mgEMcf

where d(-) represents the Euclidean distance between de-
scriptors of q and my.

4. Proposed Method
4.1. Network Overview

The overview of the proposed network primarily com-
prises two modules, ie, the feature extraction module and
the cross-attention fusion module, as depicted in Fig.2. The
feature extraction module is subdivided into two parallel
branches. The right branch focuses on extracting visual
features using 2D convolution, while the left branch spe-
cializes in LiDAR feature extraction using 3D convolution.
This dual-branch approach enables the network to capture
rich representations from both modalities simultaneously.
Following the feature extraction phase, the cross-attention
fusion module comes into play. This module is designed
to integrate the original visual and LiDAR descriptors ob-
tained from the respective branches of the feature extraction
module. By leveraging cross-attention transformer, it facili-
tates the highlighting the key points of these multimodal de-
scriptors with fixed-length dimension and the more compre-
hensive data fusion, thereby enhancing the network’s ability
to process and interpret complex data from diverse sources
effectively.
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Figure 2. The LoG-PR network architecture comprises two primary components. The first component is responsible for extracting features
from point clouds and images to generate Dpc and Drap respectively. The second component employs a hierarchical cross-modal
attention transformer to fuse these descriptors. The numerical value (e.g., 128, 256) indicates the number of channels of the feature.

4.2. Feature Extraction

Considering that 2D images depict detailed target fea-
tures of captured areas, while 3D sparse point clouds pro-
vide a comprehensive representation of scene contours and
structural information, we design a feature descriptor that
combines both aspects. This descriptor aims to simultane-
ously encompass target feature information and scene con-
tour feature information. Based on the above ideas, as il-
lustrated in Fig.2, the feature extraction module consists of
left and right branches which take Pj, and Z, as input and
produce the point cloud and image descriptor tensor with
dimensions Lp and Lz, respectively.

In the image branch, we utilize ResNetl8, chosen for
its ability to capture image textures and semantic infor-
mation effectively, addressing issues of network degrada-
tion during deep neural network training. Specifically, let
Q) : REXHXW  RLTxH'XW' pe the first 4 blocks of
ResNet18, which outputs a Lz x H' x W' dimensional fea-
ture map fj, given the image input Z;, € RE*H*W  Subse-
quently, as illustrated in Fig.2, we apply generalized mean
pooling (GeM) on the feature map f}, to obtain the final
RGB image descriptor Drap:

1 W e an L
T @)
(2)

where |H' x W’| represents the number of spatial locations
in f},, and A is a parameter controlling the degree of pooling.
In practice, we set L7 = 128, H' = 15, W’ = 20, and
A = 3 for the color image 7, € R3*320%240,

In the point cloud branch, we integrate PointNet and
MinkLoc3D. PointNet excels in capturing fine-grained ge-
ometric features, while MinkLoc3D focuses on capturing
coarse structural features. PointNet applies shared multi-
layer perceptrons (MLP) independently to each point p; =

DRGB = GeM(fk) = (

LI><1

[z, yi,2:] € Pr,i = 1,---,85 to extract features map
with dimension S x Lp. The feature map is then aggre-
gated using max pooling to generate a global feature vector
gr € REP. MinkLoc3D, on the other hand, discretizes the
input point cloud p; = [%;,¥:, 2] € Pj, into a sparse vox-
elized representation v; = [%;,7;, 2] € Vg, j =1,---,5".
A single discretized voxel v; represents the average of all
points that fall within the voxel. Then V, is used by a sparse
convolutional network to extract feature map with dimen-
sion S’ x Lp. Notably, S’ < S since the sparse voxelization
step will lose most points. However, PointNet can directly
process Py, avoiding the loss of information that occurs dur-
ing voxelization. Specifically, let ¥(-) : R3*S s RL»x1
and Y(-) : R3*5" s RLP*1 represent the PointNet and
MinkLoc3D respectively, which both output feature tensors
gr and hy with the same feature dimension. The point-
based and voxel-based feature tensors are simultaneously
used to compensate quantization loss and maintain geomet-
ric details. We then directly add g and hy, denoting the re-
sult as X, = g +hy, € RE?*! and employ a self-attention
transformer[4 1] on x; to obtain the final point cloud de-
scriptor Dpc, fully capturing the complex relationship be-
tween the two feature map tensors. The SAT of the i-th
element z; € xg,t =1,---, Lp is:

SAT (23) = X jexy, ji

3)
where 6 represents the positional encoding function, and 1)
is the value projection function. In practice, we set Lp =

128.

4.3. Cross-attention Fusion

Traditional fusion methods often fail to adequately cap-
ture and leverage complex relationships between different

Softmax (0 (z; — x;) +x; - x) ¥ (),



modalities, leading to suboptimal information interaction.
In response, we present a novel approach: the hierarchi-
cal cross-attention transformer (HCAT) fusion module, de-
signed to fuse point cloud and image features effectively.
Fig.3 illustrates the detailed architecture of the HCAT mod-
ule. This module aims to seamlessly integrate complemen-
tary information from diverse modalities while preserving
their unique characteristics. Central to our approach is the
utilization of a multihead attention transformer within a hi-
erarchical structure, enabling the model to capture intricate
relationships between features across different levels and
perspectives. This comprehensive approach ensures robust
performance across a wide range of complex environments
and diverse scenes.
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Figure 3. The detailed architecture of the hierarchical cross-
attention transformer (HCAT) fusion module.

To enhance model stability and convergence speed, we
introduce normalization layers to standardize point cloud
and image features, ensuring consistent scaling across dif-
ferent dimensions. Subsequently, two cross-attention sub-
modules are employed to compute cross-modal attention
between normalized features. In the first sub-module, point
cloud features and image features serve as input query and
key-value sequences, respectively, into the cross-attention
module. Similarly, the second sub-module performs sym-
metric operations, allowing each modality to focus on
salient information areas in the other modality. The first
cross-attention transformer can be represented as

Attention (Qp, Kz, V1) = Softmax (QPK§> A%
Py INL, VT \/@ T

where Qp represents the query sequence for point cloud
features, while K7 and V7 denote the key and value se-
quences for image features, respectively. Similarly, the sec-
ond cross-attention sub-module can be represented as

Attention (Qz,Kp, Vp) = Softmax (QIK%) A%
I, P, VP \/@ 7:5)

where Q7 represents the query sequence for image features,
and Kp and Vp denote the key and value sequences for
point cloud features, respectively.

Following attention enhancement, the resulting feature
tensors are added with the original feature tensor and passed
through feedforward neural networks and additional nor-
malization layers to maintain feature balance and pro-
mote information propagation. Finally, the enhanced fea-
tures from both cross-attention submodules are concate-
nated along the feature dimension, culminating in the for-
mation of the final global descriptor.

4.4. Loss Function

Similar to [17], we adopt a deep metric learning ap-
proach using a triplet loss framework composed of triplets.
Each triplet comprises a mini-batch element containing a
3D point cloud paired with its corresponding RGB image.
These mini-batches are structured into triplets consisting of
an anchor, a positive example, and a negative example. The
loss function is defined by Eq.6, where the first term corre-
sponds to Dpc, the second term represents Drgp, and the
third term denotes D.

L=alpc+BLrep+(1—a—p)LF (6)

The weights « and (3 are experimentally determined co-
efficients used to balance the contributions of various com-
ponents ( Lpc, Lrap, L) within the weighted loss func-
tion. These components reflect distinct aspects of the triplet
margin-based loss function, defined as follows:

L (ai,pi,ni) = max{0,m — d (a;,n;) +d(a;,pi)} (7)

Here, a; , p; and n; are descriptors for the anchor, posi-
tive example, and negative example, respectively, in the i-th
triplet. m is a margin value used to define distance inter-
vals in the triplet loss function. Within each batch, £pc
denotes the loss computed from triplets constructed using
Dpc; Lrap signifies the loss computed from triplets con-
structed using Dre p; and L represents the loss computed
from triplets constructed using D.



4.5. Implementation Details

The preprocessing of LiDAR point cloud data involves
the removal of the ground plane, which is considered irrel-
evant for our analysis. Subsequently, the point cloud un-
dergoes downsampling to 4096 points via a voxel grid fil-
ter, followed by normalization to the range of [—1, 1]. The
quantization step size for the 3D coordinates is set to 0.01.
For RGB image data, we adopt data augmentation tech-
niques such as color jitter and random erasing. Dp¢c and
Drcp are dimensionally set to L = 128. Consequently, D
achieves the final dimensionality of M = Lp + Lz = 256.

Our network is implemented using PyTorch and trained
on a single Nvidia RTX 3090 GPU and 64 GB RAM. Train-
ing spans 60 epochs, during which the learning rate under-
goes reduction by a factor of 10 after 40 epochs. Evaluation
of performance occurs every 10 epochs. The loss term co-
efficients in Eq.6 are « = 0.5 and 8 = 0.0. The margin m
in Eq.7 is set to m = 0.2.

5. Experiments

This section introduces the dataset and evaluation
methods utilized, providing a comprehensive compari-
son of our method against SOTA PR techniques, includ-
ing NetVLAD [2], PointNetVLAD [35], PIC-Net [24],
CORAL [31], MinkLoc++ [17], among others. Addition-
ally, we present findings from ablation experiments con-
ducted to assess the individual contributions of various
components within our proposed approach. Notably, all re-
ported results for our method adhere to the architecture il-
lustrated in Fig.2, ensuring consistency and transparency in
our evaluation framework.

5.1. Datasets and Evaluation Methodology

Our proposed method is trained and evaluated on the Ox-
ford RobotCar [30] and NCLT [5] datasets, and is tested
directly on the KITTI [13] and MUN-FRL [34] datasets.
These datasets are renowned benchmarks in the field of
PR. These datasets offer diverse and challenging real-world
environments, enabling comprehensive evaluation of our
method’s performance across varied scenarios.

Oxford RobotCar dataset. This dataset captures the
central region of Oxford, UK. We utilize data processed
by PointNetVLAD [35]. Py is generated from continu-
ous scans of the SICK LMS-151 2D LiDAR, covering a
consecutive 20m range. Corresponding Zj, is matched to
each frame of P using timestamps. For each training in-
stance, Zj, is randomly sampled from the closest 15 images
based on timestamps. During evaluation, only the closest
7 based on timestamps is utilized. Four randomly selected
150m x 150m regions are designated for testing purposes,
while the remainder serve as training areas.

NCLT dataset. This dataset encompasses routes within

the North Campus of the University of Michigan. Notably,
this dataset includes both indoor and outdoor scenes, pre-
senting a more challenging and varied set of perspectives.
Py is generated from scans of the Velodyne HDL-32E 3D
LiDAR. Z;, is matched to P, using timestamps, ensuring
temporal alignment between modalities. Sequences 2012-
01-08 and 2012-02-05 are used for training and evaluation.
Four 100m x 100m regions are randomly selected as testing
areas, with the remaining areas designated for training.

KITTI dataset. This dataset is developed jointly by the
Karlsruhe Institute of Technology and Technische Univer-
sitdt Darmstadt, includes a wide variety of real-world urban
driving scenarios such as city streets, country roads, high-
ways, and residential areas. The point cloud data is captured
using a Velodyne HDL-64E 3D LiDAR sensor and synchro-
nized with RGB images. To further enhance data diversity,
the KITTI dataset features driving data collected at different
times and under various weather conditions. For our exper-
iments, we select sequence 00 as the test data, using the
first 170 seconds as the database, with the remaining data
serving as queries.

MUN-FRL dataset. This dataset is a distinctive multi-
sensor aerial dataset specifically designed for studying nav-
igation missions in GNSS-denied environments. It is col-
lected in flight by the Memorial University of Newfound-
land team using a DJI-M600 hexacopter UAV and the Na-
tional Research Council of Canada’s Bell 412 Advanced
Systems Research Aircraft (ASRA), covering distances
ranging from 300 meters to 5 kilometers. This diversity of-
fers a rich testing environment for evaluating the generaliza-
tion capability of the multimodal place recognition network
developed in this paper. In our experiments, we select the
Bell412-6 sequence to evaluate the place recognition task,
using the first 1500 frames as the database and the remain-
ing frames as query data.

Evaluation Metrics. We evaluate the methods using
the recall@N metric, which quantifies the percentage of
queries where at least one true positive (i.e., true match)
appears among the top-N retrievals during K-nearest neigh-
bors (KNN) search. Average recall at 1 (AR@1) evaluates
retrieval performance by comparing the first returned result
of q with the true match. In addition to AR@1, which
assesses the accuracy of the top-ranked retrieval, we also
introduce average recall at 1% (AR@1%). AR@1% ex-
tends this evaluation to consider the first 1% of the results
returned for q. This metric provides a more nuanced eval-
uation by considering retrieval performance within a larger
subset of M. ;.

5.2. Evaluation Results

The PR results on the Oxford RobotCar dataset are sum-
marized in Tab.l. Our multimodal descriptors are com-
pared not only with single-modal descriptors, but also with



Table 1. Evaluation results of PR on the Oxford RobotCar dataset.

Methods Modality! AR@1 AR@1%
NetVLAD [2] A% 51.49 65.21
Mixvpr [1] \" 92.70 -
EigenPlaces [4] \" 94.10 97.80
CricaVPR [23] A" 95.20 98.60
VXP [19] A" - 98.79
PointNetVLAD [35] L 63.10 80.70
PCAN [40] L 70.72 86.40
DH3D-4096 [9] L 73.28 84.26
LPD-Net [21] L 86.28 94.92
HiTPR [15] L 86.63 93.71
SOE-NET [38] L 89.28 96.43
SVT-Net [11] L 93.90 98.00
MinkLoc3D [16] L 94.80 98.50
LoGG3D-Net [36] L 94.90 97.90
LCDNet [6] L 95.30 98.40
CASSPR [37] L 95.60 98.50
VXP [19] L - 98.84
BEVPlace [26] L 96.50 99.00
Lip-loc [33] V+L 68.50 72.00
VXP [19] V+L - 84.39/76.93
CORAL [31] V+L 88.93 93.13
PIC-Net [24] V+L - 97.70
MinkLoc++ [17] V+L 96.55 99.07
LoG-PR(our) V+L 96.91 99.20

1 V:Visual, L:LiDAR, V+L:Visual+LiDAR.

multimodal descriptors based on 3D point clouds and RGB
images. Our method achieves the best performance with
AR@1 and AR@1% of 96.91% and 99.20%, respectively.
Among unimodal methods, vision-based approaches, while
effective in simpler environments, struggle with complex
3D structures and geometric variations. LIDAR methods,
though superior in 3D spatial perception, fall short in cap-
turing fine details and textures due to the absence of visual
information. In contrast, multimodal methods excel at in-
tegrating visual and LiDAR features. The incorporation of
a cross-attention module allows the multimodal approach to
better leverage the complementary strengths of each modal-
ity, significantly enhancing model performance in complex
scenes. Fig.4 shows an example of a successful retrieval as
well as a mismatch case. The visualization of the descrip-
tors shows that the query descriptor is very similar to the
matched database descriptor, with only slight differences
highlighted by the boxed areas. In contrast, the unmatched
descriptors may have some similar regions but still exhibit
noticeable differences.

Table 2. Evaluation results of PR on the NCLT dataset.

Methods AR@1 AR@5 AR®@20
PointNetVLAD [35] 74.6 82.3 87.5
MinkLoc3D [16] 80.2 86.4 92.6
OverlapTransformer [29] 86.1 89.9 93.0
CIMV [10] 87.1 92.5 95.7
SeqNet [12] 88.9 93.3 96.0
SeqLPD [20] 87.3 92.8 95.2
SeqOT [27] 91.7 94.7 96.8
CVTNet [28] 93.2 94.6 95.7
LoG-PR(our) 94.2 95.6 97.3

To further validate our network’s performance, we con-
duct training and evaluation on the NCLT dataset. The PR
results on the NCLT dataset are presented in Tab.2, where
our method is compared with SOTA approaches includ-
ing PointNetVLAD, MinkLoc3D, OverlapTransformer[29],
CIMV[10], SeqNet[!2], SeqLPD[20], SeqOT[27], and
CVTNet[28]. Top 1 recall (AR@1), Top 5 recall (AR@5),
and Top 20 recall (AR@20) are used as evaluation met-
rics. Notably, the NCLT dataset presents more challenging
viewpoints, incorporating both indoor and outdoor scenes
compared to the Oxford RobotCar dataset. Therefore, our
method performs relatively worse on the NCLT dataset in
terms of AR@1 compared to the Oxford RobotCar dataset.
However, it still outperforms SOTA methods. Fig.5 shows
an example of a successful retrieval case.

5.3. Generalization Evaluation

To assess the generalization ability of our method, we
evaluate the model trained on the Oxford RobotCar dataset
on the KITTI [14] dataset. For this purpose, we construct
M,.c; using the first 170 seconds of data from sequence
00, reserving the remaining portion for q. Our compara-
tive analysis includes benchmarks such as PointNetVLAD,
LPD-Net [21], CORAL, and MinkLoc++, as presented in
Tab.3. Notably, our method demonstrate superior perfor-
mance compared to the other methods, showcasing its ro-
bustness and effectiveness in cross-dataset scenarios. It is
essential to highlight the significant differences between the
two datasets: while the point cloud data in the KITTI dataset
is derived from a single 360° scan of a 3D LiDAR, the point
cloud data in the Oxford RobotCar dataset is generated from
continuous scans of a 2D LiDAR within a consecutive 20m
range. These distinctions underscore the challenges posed
by domain shift and highlight the importance of evaluating
model generalization across diverse datasets. Fig.6 shows
an example of a successful retrieval case.

In addition, we evaluate models trained on the Oxfor-
dRobotCar dataset using the MUN-FRL dataset. Specifi-



Figure 4. An example of a successful retrieval case at the yellow dot in the RobotCar dataset is depicted as follows: (a) shows the reference
map, with the blue line indicating the trajectory; (b) displays q and its descriptor; (c) illustrates m™ and its descriptor; and (d) illustrates

the mismatch and its descriptor.
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Figure 5. An example of a successful retrieval case at the yellow dot in the NCLT RobotCar dataset is depicted as follows: (a) shows the
reference map, with the red line indicating the trajectory; (b) displays q and its descriptor; and (c) illustrates m* and its descriptor.

Table 3. Evaluation results of PR on the KITTI dataset.

Methods Modality AR@1%
MinkLoc++ [17] A\ 76.20
PointNetVLAD [35] L 72.40
LPD-Net [21] L 74.60
MinkLoc++ [17] L 72.60
CORAL [31] V+L 76.43
MinkLoc++ [17] V+L 82.10
LoG-PR(our) V+L 82.49

cally, we utilized the first 1500 frames from the Bell412-
6 sequence to construct the database, with the remaining
frames serving as query data. We compared our results with

MinkLoc3D, CASSPR, and MinkLoc++, as shown in Tab.4.
Our method consistently outperform these baselines. No-
tably, the MUN-FRL dataset is collected using the National
Research Council (NRC) Bell412 Advanced Systems Re-
search Aircraft (ASRA), while the OxfordRobotCar dataset
is gathered from ground-based vehicles. This creates a sub-
stantial difference in perspective and scale between the two
datasets, which inevitably impacts the test results. Never-
theless, our method remains superior in performance com-
pared to the alternatives.

5.4. Ablation Study

Ablation studies are conducted to validate the effective-
ness of incorporating the self-attention transformer (SAT)
in the point cloud feature extraction stage (DPC) and the
cross-attention transformer (CAT) in the fusion stage (DF).
The tests are carried out using the Oxford RobotCar dataset.
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Figure 6. An example of a successful retrieval case at the yellow dot in the KITTI dataset is depicted as follows: (a) shows the reference
map, with the red line indicating the trajectory; (b) displays q and its descriptor; and (c) illustrates m™* and its descriptor.

Table 4. Evaluation results of PR on the MUN-FRL dataset.

Network AR@1% AR@1 AR@5 AR@20

MinkLoc++ 4243 3993 4078  42.83
MinkLoc3D  62.67  61.83 6223  62.96
CASSPR 6549 6201 6381 6637
LoG-PR(our)  75.07  68.92 7236 7591

In our analysis, DPC+DRGB+CAT indicates the absence
of the self-attention transformer in the point cloud feature
extraction stage, while DPC+DRGB+SAT indicates the ab-
sence of the cross-attention transformer, with features di-
rectly concatenated. The results, presented in Tab.5, high-
light the impact of these modules on performance. With
the addition of the self-attention transformer, our method
demonstrates improvements of 0.29% on AR@1% and
1.15% on AR@1. Despite the performance of SOTA fu-
sion methods nearing 100%, indicating limited room for
improvement, our method still achieves increases of 0.02%
on AR@1% and 0.16% on AR@1 with the addition of the
cross-attention transformer.

We conduct a comprehensive evaluation to assess the ef-
fectiveness of our designed cross-attention transformer for
feature fusion. This involves testing various methods, in-
cluding utilizing different numbers of self-attention heads

Table 5. Ablation study on the self-attention transformer and the
cross-attention transformer module.

Network AR@]1 AR@1%
DPC+DRGB+CAT 95.76 98.91
DPC+DRGB+SAT 96.75 99.18

DPC+DRGB+SAT+CAT  96.91 99.20
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Figure 7. We evaluate the effectiveness of different feature fusion
methods. The red hexagon represents the best result of our de-
signed cross-attention transformer fusion module.

after concatenating point cloud features with image fea-
tures, employing cross-attention without retaining the origi-
nal features, and integrating NetVLAD feature aggregation.
The results of these experiments are summarized in Fig.7.
It is evident that retaining the original features proves ef-
fective for the cross-attention fusion. Among the meth-
ods employing different numbers of self-attention heads
and NetVLAD feature aggregation, the approach without
NetVLAD with 2 self-attention heads emerges as the top
performer. This observation suggests that, while a lower
number of self-attention heads may limit the model’s ability
to process and integrate input information, a higher num-
ber can increase model complexity, potentially leading to
overfitting or higher computational costs. Optimal perfor-
mance may be achieved when striking a balance between in-
formation richness and model complexity, as seen with the
two attention heads configuration. Furthermore, the intro-
duction of NetVLAD increases the model parameters, po-
tentially leading to overfitting and consequently degrading
model performance.



6. Conclusion

This paper introduces LoG-PR, a novel multimodal PR
method that harnesses the complementary strengths of Li-
DAR point clouds and RGB images. We employ efficient
3D convolutional networks based on both point and sparse
voxel to generate robust point cloud descriptors. Notably,
the performance of our 3D modality is enhanced by inte-
grating a self-attention transformer. Furthermore, we incor-
porate a cross-attention transformer to seamlessly fuse fea-
ture tensors extracted from image and point cloud, empow-
ering us to effectively tackle challenging place retrieving
tasks with efficiency. Our method is trained on the Oxford
RobotCar and NCLT datasets and rigorously tested for gen-
eralization on the KITTI dataset. Experimental results un-
derscore the superiority of our approach over existing tech-
niques, reaffirming its efficacy and potential in advancing
multimodal PR research. While our method demonstrates
significant improvements in place recognition accuracy and
robustness across various datasets, but the cross-attention
transformer introduces additional computational. Future
work could focus on optimizing the transformer architecture
or exploring lightweight alternatives to further reduce infer-
ence time, making the method more suitable for resource-
constrained platforms.
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