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Abstract

Human has an incredible ability to effortlessly per-
ceive the viewpoint difference between two images con-
taining the same object, even when the viewpoint change
is astonishingly vast with no co-visible regions in the
images. This remarkable skill, however, has proven
to be a challenge for existing camera pose estimation
methods, which often fail when faced with large view-
point differences due to the lack of overlapping local fea-
tures for matching. In this paper, we aim to effectively
harness the power of object priors to accurately deter-
mine two-view geometry in the face of extreme view-
point changes. In our method, we first mathematically
transform the relative camera pose estimation problem
to an object pose estimation problem. Then, to esti-
mate the object pose, we utilize the object priors learned
from a diffusion model Zero123 [35] to synthesize novel-
view images of the object. The novel-view images are
matched to determine the object pose and thus the two-
view camera pose. In experiments, our method has
demonstrated extraordinary robustness and resilience
to large viewpoint changes, consistently estimating two-
view poses with exceptional generalization ability across
both synthetic and real-world datasets. Code is re-
leased at https://github.com/scy639/Extreme-Two-View-
Geometry-From-Object-Poses-with-Diffusion-Models.
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1. Introduction

Relative camera pose estimation is a fundamental task in
the realm of computer vision, with numerous applications
spanning various cutting-edge techniques. However, esti-
mating the relative poses of two views with extreme view-
point changes presents a formidable challenge, especially
when the co-visible regions of the two views are texture-
less. This difficulty stems from the lack of distinctive fea-
tures to establish reliable correspondences between the two
views, which is essential for accurate pose estimation. As
the demand for high-quality 3D reconstruction [44], aug-
mented reality [37], and other computer vision applications
continue to grow, addressing this challenge is paramount for
unlocking the full potential of these advanced techniques
and pushing the boundaries of what is possible in the field
of computer vision.

Though the widely adopted feature matching has diffi-
culty in estimating camera poses of two views with extreme
viewpoint changes, humans possess a remarkable ability to
estimate extreme two-view poses when a common object is
present in both views. This innate skill suggests that lever-
aging such object priors could hold the key to designing
a new algorithm for two-view pose estimation, overcom-
ing the limitations of current feature-matching techniques,
and enabling more accurate and robust estimation of camera
poses in challenging scenarios.

How to utilize such object priors remains an open prob-
lem. Recent works RelPose [81], RelPose++ [31] and
SparsePose [65] utilize the object prior by training a trans-
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