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Abstract

In recent years, discussions surrounding sex educa-
tion have gained considerable attention, as the lack of
comprehensive sex education has been linked to vari-
ous societal issues. While micro-video platforms offer
new opportunities for disseminating sex education con-
tent, they have also contributed to the proliferation of
sexually suggestive videos. Existing video classification
methods face significant challenges in this context, such
as the difficulty of abstract concepts, cross-domain vari-
ation, and training bias due to class imbalance. To ad-
dress these challenges, we propose a method for classify-
ing sexually suggestive videos. Our approach introduces
a consensus-aware visual encoderto assist the model in
focusing on the common features of videos within the
same category at both the distribution and feature levels,
while effectively filtering out irrelevant visual distrac-
tions. This improves the model’s ability to capture ab-
stract and complex features.Additionally, we employ a
label distribution-aware training strategy that allocates
more learning capacity to tail classes, ensuring balanced
learning across all categories. Experimental results on
the SexTok dataset demonstrate that our method ex-
cels in classifying sexually suggestive videos, offering im-
proved handling of abstract and imbalanced video con-
tent.

Keywords: Sexually suggestive videos, Video classifica-
tion, Imbalanced learning, Consensus-aware learning

1. Introduction

In recent years, the discourse surrounding sexual educa-
tion has gained significant attention as a pressing societal
issue. The lack of comprehensive sex education has been
linked to both psychological and physical health concerns,
alongside the emergence of various social challenges. Ad-
dressing these gaps through the promotion of sexual knowl-
edge and reducing the stigma around sexuality is critical
for improving individual well-being and fostering societal

SexTok DataSetKinetics-400 DataSet

eating_hotdog golf_putting educative others suggestive

(a) Abstract Concept

Others

(b) Cross-domain Variation

SexTok DataSet

  

suggestive educative

others

final

(c) Class Imbalance

Figure 1. Examples from the SexTok dataset illustrate the chal-
lenges of sexually suggestive video classification from three key
aspects: abstract concepts, cross-domain variation, and class im-
balance.

progress [4].
With the advent of the digital era, micro-video platforms

such as Snapchat, TikTok, and Instagram have emerged as
pivotal ways of disseminating sexual education. These plat-
forms, known for their concise content, diverse formats, and
global reach, offer unique opportunities to deliver educa-
tional materials across geographical, cultural, and contex-
tual boundaries, capturing the attention of diverse audiences
worldwide [13]. However, the accessibility and open na-
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ture of these platforms, coupled with minimal oversight in
content creation, have also led to the proliferation of sexu-
ally suggestive material. The lack of stringent regulations
around video context, production, and presentation presents
a significant challenge in controlling the spread of sexually
suggestive content. However, in current video context un-
derstanding tasks, such as action recognition [29, 38, 5, 39],
video classification[27, 34, 26], video anomaly detection
[40, 41, 42], and sentiment analysis [44, 21], there is limited
focus on distinguishing between suggestive and sex educa-
tion content. As a result, researchers are increasingly focus-
ing on developing robust strategies to mitigate the spread of
such material while maintaining the educational potential of
these platforms.

Existing video classification methods typically focus on
extracting intra-modal differences to distinguish between
video categories. However, these methods face substan-
tial challenges when applied to the classification of sexually
suggestive content due to several key factors:

1. Abstract Concept: Traditional video datasets [2] [25]
[10] [6] [19], such as Kinetics-400 [3] in Figure 1 (a),
allow for straightforward classification based on clear,
observable actions and scenes. In contrast, the SexTok
dataset [17] presents videos where the depicted objects
and scenes often lack direct semantic connections to
the labels. As illustrated in Figure 1(a), videos with
distinct labels may feature creators in similar revealing
clothing and similar indoor settings, devoid of distin-
guishing background features. This highlights a fun-
damental difficulty: sexually suggestive content, sex
education, and general videos often rely on abstract
concepts without concrete actions or clear visual dis-
tinctions, leading to significant overlap in their visual
characteristics.

2. Cross-domain Variation: The “others” category in
the SexTok dataset encompasses a wide range of con-
tent, including daily activities, virtual effects, and an-
imal behavior. As illustrated in Figure 1(b), this cate-
gory exhibits significant visual diversity, which makes
it challenging to extract consistent and discriminative
features. The broad scope of content within this cate-
gory complicates the classification process by increas-
ing the variability of features that the model must han-
dle, thereby making accurate categorization more dif-
ficult.

3. Class Imbalance: The number of general videos sig-
nificantly outweighs that of sexually suggestive and
sex education videos, leading to class imbalance dur-
ing training, as illustrated in Figure 1(c). This imbal-
ance causes the model to overfit on the common cate-
gories, while underrepresenting rare categories, which
hinders the model’s ability to capture distinguishing

features of minority classes. As a result, classification
accuracy and generalization performance deteriorate,
posing a persistent challenge for effective video classi-
fication in highly imbalanced datasets.

To address these challenges, we propose a novel method
for sexually suggestive video classification, built on two
key components: 1) Consensus-aware Visual Encoder:
To overcome the challenges posed by abstract visual ex-
pressions in suggestive and educative videos, as well as the
wide cross-domain diversity of “others” category videos,
we design a consensus-aware visual encoder. It lever-
ages the audio modality as an auxiliary source of informa-
tion to complement the visual modality. It introduces two
sub-modules: multimodal distribution consistency learning
and multimodal feature consistency learning. These sub-
modules work at both the distribution and feature levels
to minimize interference from irrelevant abstract features
in the visual modality, thereby improving the extraction
of consistent features within category and discriminative
features across categories. 2) Label Distribution-aware
Training Strategy: To tackle class imbalance, we devise a
training strategy that dynamically adjusts the learning pro-
cess based on label distribution. This strategy allocates
additional learning capacity to tail classes (i.e., categories
with fewer examples) by modifying class boundaries, al-
lowing the model to learn distinguishing features from un-
derrepresented categories. By optimizing learning across
all classes, this approach reduces overfitting to dominant
categories and ensures more balanced model performance
across the dataset. We conduct experiments on datasets con-
taining sexually suggestive videos, and the experimental re-
sults demonstrate that our method significantly outperforms
existing approaches in classifying such content. The results
highlight the exceptional effectiveness of our approach in
overcoming challenges related to abstract concepts, cross-
domain variation, and class imbalance, thereby showcasing
its robustness and improved performance in this complex
classification task.

The key contributions of this paper are as follows:

• We introduce a consensus-aware visual encoder, which
enhances the representation of the visual modality to
effectively tackle the unique challenges posed by sex-
ually suggestive video classification.

• We propose a label distribution-aware training strategy
that addresses class imbalance by allocating additional
learning capacity to tail classes, promoting balanced
learning across all categories during training.

• Our method outperforms baseline approaches on the
SexToK dataset, demonstrating its robustness and ef-
fectiveness in classifying sexually suggestive videos.



2. Related Work

With the rapid expansion of internet technology and the
increasing openness of social platforms, preventing the dis-
semination of pornographic and obscene content in online
environments has become a critical research focus.

Early work primarily centered on explicit content de-
tection, with an emphasis on nudity detection approaches.
Many models [12, 37, 30, 15, 23, 14] rely on segment-
ing skin-colored regions to identify nudity. However, while
these methods can detect overt explicit behaviors, they
struggle with more nuanced forms of suggestive content.
Another prevalent approach is the bag of visual words
model [8, 28, 36, 43], which addresses the semantic gap
between low-level visual features and high-level concepts
related to explicit content. These models use a collection of
image features (visual “words”) to capture the visual struc-
ture of explicit imagery and achieve more accurate detec-
tion. Motion-based analysis techniques have also been ex-
plored, capturing movement features in videos to determine
inappropriate content. For example, Rea et al. [32] used
motion periodicity to identify inappropriate content, while
Zuo et al. [45] developed a multimodal detection frame-
work using a Gaussian mixture model to analyze porno-
graphic sounds, combined with contour-based image recog-
nition for visual detection. The final decision is made by in-
tegrating both visual and audio inputs. Despite the progress
made by these methods, most focus on overtly explicit be-
haviors characterized by significant skin exposure or large,
noticeable movements.

Current detection approaches tend to overlook more sub-
tle, suggestive behaviors, where individuals may be fully
clothed or exhibit minimal movement. Moreover, reliance
on skin exposure as a criterion for sexual suggestiveness
can lead to high false positive rates, especially in contexts
such as beachwear or bikinis. The challenge becomes even
more complex when suggestive behaviors coexist with ed-
ucational content, such as sexual health education videos.
Existing methods struggle to differentiate between sugges-
tive and educative material, underscoring the need for more
sophisticated techniques to detect subtle suggestive behav-
iors without conflating them with educational content.

3. Methodology

As illustrated in Figure 2, our model architecture is com-
posed of two primary components: consensus-aware visual
encoder and label distribution-aware training. The follow-
ing sections will provide a detailed explanation of the de-
sign and functionality of each component.

3.1. Consensus-aware Visual Encoder

To mitigate the interference caused by abstract visual
representations in suggestive and educative videos, as well

as the diverse visual expressions resulting from the broad
cross-domain nature of “others” videos, we introduce the
naturally occurring audio modality as additional supervi-
sory information. To leverage this, we design a consensus-
aware visual encoder that incorporates two key compo-
nents: multimodal distribution consistency learning and
multimodal feature consistency learning. These compo-
nents operate at both the distribution and feature levels, en-
hancing the model’s ability to extract informative and robust
visual representations by aligning audio and visual features.
This approach helps the model focus on meaningful patterns
while reducing the impact of irrelevant visual cues.

3.1.1 Multimodal Feature Extraction

Let the untrimmed video be denoted as V =
{f1, . . . , ft, . . . , fT }, where ft represents the t-th frame
and T denotes the total number of frames. We utilize a
visual feature extractor (CLIP) [31], pre-trained on a large-
scale image dataset (ImageNet) [7], to derive the visual
embeddings V = [v1, . . . , vt, . . . , vT ]. These embeddings
are projected into a D-dimensional space using a fully
connected (FC) layer with a ReLU activation function.
To enhance the model’s capability to capture temporal
dynamics, we employ a Long Short-Term Memory (LSTM)
[20] to obtain both the global visual feature vg ∈ RD and
local visual features V̄ = [v̄1, . . . , v̄t, . . . , v̄T ] ∈ RT×D.
Finally, we fuse the global and local visual features to
generate the combined visual feature v̂:

v̂ = vg + Favg pooling(V̄), (1)

where Favg pooling(·) represents the average pooling func-
tion, which aggregates the local features across all frames
to contribute to the final representation.

The separated audio signal from the untrimmed video
V , and then we utilize the audio feature processor AST
[18], pre-trained on AudioSet [16], it would be to extract
the audio embeddings A = [a1, . . . , at, . . . , aT ], where
at ∈ RD and T represents the sequence length of the audio
embeddings. These embeddings are then projected into D-
dimensional space using a FC layer with a ReLU activation
function. To ensure consistency with the visual feature ex-
tracting, we apply another LSTM to model the temporal dy-
namics of the audio, extracting both the global audio feature
ag ∈ RD and local audio features Ā = [ā1, ..., āt, ..., āsT ] ∈
RT×D. Ultimately, the global and local audio features are
fused to form the combined audio feature representation â,
providing robust support for subsequent multimodal infor-
mation fusion:

â = ag + Favg pooling(Ā), (2)

where Favg pooling(·) represents the average pooling func-
tion, which aggregates the local features across all frames
to contribute to the final representation.
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Figure 2. Overview of the proposed Commonalities-Aware Learning Video Classification Network.

3.1.2 Multimodal Distribution Consistency Learning

The goal of the multimodal distribution consistency learn-
ing module is to reduce the macro-level differences between
the visual and audio modalities. Specifically, both modal-
ities are modeled as Gaussian distributions. To represent
these distributions, we define two statistical functions, Gv(·)
and Ga(·). These functions are implemented using one FC
layer followed by ReLU activation functions to compute the
parameters of the Gaussian distributions for the visual and
audio modalities, denoted as N (µv,σ

2
v) and N (µa, respec-

tively. The parameters µ∗ and σ2
∗ ∈ RK represent the mean

and variance of each modality, where K denotes the dimen-
sionality of the latent space. The relationships are formu-
lated as follows:{

N (µv,σ
2
v) = Gv(v̂),

N (µa,σ
2
a) = Ga(â).

(3)

To align the Gaussian distributions of the visual and
audio modalities, we minimize the divergence between
them by optimizing the Kullback-Leibler (KL) divergence.
Specifically, we aim to reduce the KL divergence between
N (µv,σ

2
v) and N (µa,σ

2
a) , effectively minimizing the dif-

ferences between the distributions. The objective function
for this optimization is defined as follows:

LKL = −1

2

∑K

k=1
[log(gk)− gk − γk + 1], (4)

where g =
σ2

v

σ2
a

and γ =
(µv − µa)

2

σ2
v

, K is the dimension

of the latent space, and ∗k denotes the k-th element of the
corresponding vector. This optimization ensures that the vi-
sual and audio feature distributions are statistically aligned,
enabling better multimodal consistency.

3.1.3 Multimodal Feature Consistency Learning

The goal of multimodal feature consistency learning is to
further align the visual and audio modalities at the feature
level by reducing their discrepancies. This module ensures
the alignment of internal similarities between the visual and
audio feature distributions, facilitating a precise alignment
in feature representation.

We begin by employing a reparameterization technique
to generate synthesized features vr ∈ RD for the visual
modality and ar ∈ RD for the audio modality:{

vr = Fmapv (µv + σ2
vδI),

ar = Fmapa
(µa + σ2

aδI),
(5)

where δI ∼ N (0, 1) follows a normal distribution, and
Fmapa

(·) and Fmapv
(·) are mapping functions that project

the synthesized features from RK to RD. These mapping
functions consist of an FC layer followed by a ReLU acti-
vation function for both visual and audio modalities.

Next, we compute the intra-modal feature similarity ma-
trices for the visual and audio modalities by calculating the
cosine similarity between each pair of videos. For the visual
modality, the similarity score svi,j between the i-th and j-th
videos is given by:

svi,j = (
vri + v̂i

||vri + v̂i||2
)T (

vrj + v̂j
||vrj + v̂j || 2

), (6)

and for the audio modality, the similarity score sai,j is:

sai,j = (
ari + âi

||ari + âi||2
)T (

arj + âj
||arj + âj || 2

). (7)

Finally, to achieve precise feature-level alignment be-
tween the visual and audio modalities, we minimize the dis-
tance between the visual modality similarity matrix sv =



[sv1,1, . . . , s
v
1,j , . . . , s

v
i,j , . . . , s

v
B,B ] and the audio modality

similarity matrix sa = [sa1,1, . . . , s
a
1,j , . . . , s

a
i,j , . . . , s

a
B,B ].

This optimization ensures that the feature representations
of the two modalities are consistent:

Lsim =
1

B2

B∑
i=1

B∑
j=1

(svi,j − sai,j)
2, (8)

where B represents the size of the minibatch. This approach
ensures that visual and audio features are closely aligned at
the feature representation level, improving multimodal con-
sistency and enhancing the model’s ability to extract mean-
ingful cross-modal information.

3.2. Label Distribution-aware Training

After passing through multimodal distribution consis-
tency learning and multimodal feature consistency learning,
the visual feature v̂ has absorbed the semantic information
from the audio modality and exhibits enhanced discrimina-
tive ability. Therefore, in the final prediction stage, we de-
sign a simple yet effective classification network to process
these visual features. The visual feature v̂ is passed through
the classification network, FMLP (·), which consists of two
FC layers and a ReLU activation function. This network
analyzes the visual features comprehensively and computes
the class probabilities p = [p1, ..., pc, ..., pC ], where C rep-
resents the number of categories in the dataset. The final
probability for the c-th class is calculated as follows:

p = FMLP (v̂). (9)

To improve the generalization ability for tail classes
and mitigate the adverse effects of class imbalance during
model training, In other words, by increasing the minimum
distance between long-tail class samples and the decision
boundary, the classification margin is expanded, effectively
reducing the generalization error for long-tail classes. First,
the total number of samples for each class in the dataset is
computed and represented as Cclass = {Numc}Cc=1, where
Numc represents the total number of samples in the c-th
class. We then define a hyperparameter θ as the maximum
boundary value, and the boundary value θc for each class is
calculated as follows:

θc =
1

4
√
Numc

, c ∈ {1, . . . , C}

θc =
θ ∗ θc

max{θ1, θ2, ..., θC}
, c ∈ {1, . . . , C}.

(10)

Finally, we incorporate the margin coefficient into the
standard cross-entropy loss function, resulting in a label
distribution-aware balanced cross-entropy loss that is for-
mulated as:

Lbalance = −log[
eβ·(pc−θc)

eβ·(pc−θc) +
∑

ĉ̸=c e
pĉ

], (11)

where β is an adjustable hyperparameter, and p∗, ∗ ∈
{1, ..., c, ..., C} represents the class score assigned to the
sample by the model, are learned through the classification
network. This strategy expands the decision boundary for
tail class samples by increasing the minimum distance be-
tween the decision boundary and tail class samples, thus
providing a larger margin for these classes. This approach
enhances classification performance on tail classes while
improving overall generalization.

The overall loss function L is defined as:

L = Lbalance + λ1LKL + λ2Lsim, (12)

where λ1 and λ2 are hyperparameters to weigh the contri-
butions of different loss functions.

4. Experiment

4.1. Datesets

The SexTok dataset, introduced by George et al. [17],
is currently the only publicly available dataset for the task
of sexually suggestive video classification. Specifically
curated from the TikTok platform, the dataset categorizes
videos into three distinct classes: suggestive, educative, and
others, with the latter covering a wide range of content. The
dataset consists of 1,000 videos with durations ranging from
1 second to 7 minutes. The video content is diverse, span-
ning everyday life, educational, and entertainment contexts.
This dataset provides a valuable resource for exploring this
emerging task.

For evaluating the performance of classification models,
the SexTok dataset is divided into training, validation, and
test sets. Notably, the dataset exhibits a significant class
imbalance, as sexually suggestive and sex education con-
tent are substantially outnumbered by other videos. Specif-
ically, sexually suggestive videos make up around 20%, sex
education videos account for another 20%, and the remain-
ing 60% fall under the others video category. This imbal-
ance poses challenges for model training and optimization,
making the dataset a suitable benchmark for testing the ef-
fectiveness of multimodal alignment and class balancing
strategies.

4.2. Evaluation Metrics

We performed a comprehensive evaluation of our model
and baseline methods using a variety of assessment metrics
on the SexTok dataset. The evaluation metrics include ac-
curacy, precision, recall, and F1 score to provide a standard
comparison of classification performance. We further re-
fined the evaluation by calculating micro-precision, micro-
recall, and micro-F1 scores, where we treated the “other”
category as the negative class and excluded it from the fi-
nal score. This approach allows for a more focused evalu-
ation of the model’s performance on the inappropriate con-
tent classes. Additionally, we computed macro-precision,



Table 1. Performance comparison with several state-of-the-art baselines on the SexTok dataset. The best performance is highlighted in
bold.

Methods Accuracy Micro Macro
Precision Recall F1 Precision Recall F1

All-text Bert [17] 68% 76% 50% 60% 71% 63% 64%
Non-empty Text Bert [17] 75% 78% 54% 64% 74% 65% 68%

Visual-VideoMAE [17] 70% 61% 51% 55% 68% 57% 61%
Slowfast [11] 80% 95% 63% 76% 81% 73% 76%

Timesformer [1] 75% 93% 52% 66% 75% 65% 68%
ResNet [22] 77% 90% 75% 63% 77% 64% 67%

Uniformer [24] 74% 93% 55% 69% 73% 66% 68%
Ours 86% 97% 81% 88% 85% 84% 84%

Table 2. Performance comparison with several state-of-the-art
baseline models for overall F1 performance across each category
label. The best performance for each category is highlighted in
bold.

Methods Suggestive Educative Others
All-text Bert 30% 83% 80%

Non-empty Text Bert 38% 84% 81%
Visual-VideoMAE 55% 63% 72%

Slowfast 74% 68% 86%
Timesformer 67% 55% 83%

ResNet 64% 54% 84%
Uniformer 71% 55% 80%

Ours 81% 82% 90%

macro-recall, and macro-F1 scores, which offer a better
understanding of the model’s effectiveness across all cat-
egories, regardless of class size, thus addressing the chal-
lenges posed by the imbalanced data distribution.

4.3. Implementation Details

Our model was optimized using a single GeForce RTX
2080 Ti GPU and implemented with the PyTorch library.
Frame-wise visual features were extracted using a CLIP
model [31] pre-trained on the ImageNet [7] dataset, while
audio features were obtained from an AST model [18] pre-
trained on the AudioSet [16] dataset.

Given the variation in video lengths within the Sex-
Tok [17] dataset, we standardized the sequence length to
800 frames, which represents the median value across the
dataset. For videos containing more than 800 frames, we
applied a uniform sampling strategy to select 800 frames.
For videos with fewer than 800 frames, we used interpola-
tion to expand the sequence to 800 frames. To avoid ex-
cessive redundancy in videos that are significantly shorter
than 800 frames, which could lead to increased compu-
tational overhead, we implemented a sliding window ap-
proach. Specifically, we used a window size of 16 frames
with a stride of 8, followed by average pooling within each
window. This process standardizes all videos to 100 frames.

For model optimization, we used the AdamW optimizer

with a mini-batch size of 16 and a learning rate of 6e −
5. The balance parameters λ1 and λ2 were set to 0.01 and
0.9, respectively, while the hyperparameter s was fixed at
30. During the experiments, the model with the best test
performance was selected as the final model for evaluation.

4.4. Baselines

To demonstrate the effectiveness of our proposed model,
we conducted a comprehensive benchmarking against sev-
eral state-of-the-art models. This comparison included
BERT [17][9], configured for both All-text and Non-empty
text scenarios, Visual-VideoMAE [17][35], SlowFast [11],
TimeSformer [1], ResNet [22], and UniFormer [24]. The
benchmarking was carried out on the SexTok dataset. With
the exception of BERT and Visual-VideoMAE, the other
baseline methods were constructed by freezing the model
parameters, utilizing them as powerful visual feature extrac-
tors, and attaching a classifier on top. Below is a detailed
explanation of these baseline methods:

• All-text Bert and Non-empty Text Bert: We followed
the model configuration used by George et al. [17]
to fine-tune the BERT-base-multilingual-cased model
[9] for classifying text transcripts from videos. These
transcripts were generated by converting audio infor-
mation into text using OpenAI’s Whisper (medium)
[33]. Since some videos consist solely of music or lack
audio, resulting in empty transcripts, we implemented
two distinct setups: the All-text BERT model, which
includes all video transcriptions, and the Non-empty
Text BERT model, which excludes videos without text.

• Visual-VideoMAE: In line with George et al. [17], we
fine-tuned the MCG-NJU/videomae-base model (Tong
et al., 2022), which is designed for video classification
tasks. The video data was preprocessed and sampled
using the same strategies as George et al. to ensure
consistency in evaluation.

• Slowfaster: SlowFast[11] is a dual-pathway model
that processes video by integrating both temporal and



spatial information. It uses a Slow pathway for cap-
turing spatial details and a Fast pathway for temporal
dynamics. We used the SlowFast model pre-trained on
the Kinetics-400 (K400) dataset as a baseline, to assess
its performance on the SexTok dataset.

• Timesformer: TimeSformer [1] is a Transformer-
based model designed for video content, employing a
“Divided Space-Time Attention” mechanism to handle
spatio-temporal information efficiently. Pre-trained
on the Kinetics-400 dataset, TimeSformer served as a
baseline model for evaluating performance on the Sex-
Tok dataset.

• ResNet: ResNet [22] uses a residual learning frame-
work that helps mitigate the vanishing gradient prob-
lem, enabling deep networks to remain trainable. A
ResNet model pre-trained on ImageNet was used as
a baseline to evaluate its generalization in classifying
videos within the SexTok dataset.

• Uniformer: UniFormer [24] is a hybrid Transformer
architecture that combines the strengths of convolu-
tional and self-attention mechanisms for learning spa-
tiotemporal features from video data. Pre-trained on
Kinetics-400, the UniFormer model was used as a
baseline to evaluate its effectiveness in handling poor-
quality video classification and its performance on the
SexTok dataset.

4.5. Performance Comparison

The analysis of Table 1 reveals several key observa-
tions. Models based on a single visual modality generally
outperform those based on a single text modality. Except
for Visual-VideoMAE, most visual modality models outper-
form text-based models across all evaluation metrics, sug-
gesting that the visual modality provides more comprehen-
sive information for sexually suggestive classification tasks.
However, in the task of sexually suggestive video classifi-
cation, despite their strong performance in other tasks, vi-
sual modality models fall short compared to our proposed
model. This can be attributed to the complexity of abstract
labels, the similarity in visual features, and the wide diver-
sity of cross-domain video content, which challenge mod-
els relying solely on visual information. Specifically, our
model achieves an accuracy of 86%, which is 6% points
higher than the next-best model. In the micro evaluation
group, our model’s precision is 2% points higher than the
second-best, with an increase in recall of 6% points, and a
12%-point improvement in F1-score. In the macro group,
our model surpassed others by 4% in precision, 11% in re-
call, and 8% in the F1-score. These results demonstrate our
model’s superior ability to understand abstract concepts and
extract critical information from videos with similar visual
representations and diverse cross-domain categories.

4.6. Ablation Study

In this section, we present the results of the ablation
study to evaluate the contribution of each module in our
proposed model to the overall performance. Specifically,
we examined the impact of the consensus-aware visual en-
coder, label distribution-aware training strategy, and feature
selection on sexually suggestive video classification.

4.6.1 On Consensus-aware Visual Encoder

To assess the effectiveness of the consensus-aware visual
encoder in understanding abstract labels, addressing the
similarity of visual representations, and managing the broad
scope of cross-domain videos, we introduced three varia-
tions of the model:

• w/o AUDIO: In this variation, we removed the audio
modality information from the commonalities-aware
learning, retaining only the operations on the visual
modality. This allows us to verify the effectiveness of
using only visual information in the classification task
and understand the contribution of the audio modality
to performance.

• w/o DCL: We eliminated the multimodal distribution
consistency learning to assess the importance of align-
ing the Gaussian distributions of the visual and audio
modalities at a macro level. This variation helps quan-
tify the impact of distribution-level alignment on over-
all classification accuracy and performance.

• w/o FCL: In this model variation, we removed the
multimodal feature consistency learning to evaluate
the necessity of aligning the visual and audio modal-
ities at the feature level. This analysis highlights the
contribution of feature-level consistency to the model’s
ability to generalize across different modalities and
video categories.

From Figure 3, we can see that our model consis-
tently outperforms the other variants across various metrics.
Specifically, when compared to the w/o AUDIO model, we
observed improvements of 6% in Accuracy, 6% in Micro-
Recall, 4% in Micro-F1, 3% in Macro-Precision, 4% in
Macro-Recall, 3% in Macro-F1, and further gains of 2%
in the classification accuracy for the ”Suggestive”, ”Educa-
tive”, and ”Others” categories. Similarly, when compared
to the w/o DCL model, we saw improvements of 2% in Ac-
curacy, 1% in Micro-Recall, 3% in Micro-F1, 3% in Macro-
Precision, 3% in Macro-Recall, 2% in Macro-F1, 3% in the
”Suggestive” category, 3% in the ”Educative” category, and
2% in the ”Others” category. The same pattern emerged
when comparing our model to the w/o FCL variant, with
improvements of 2% in Accuracy, 2% in Micro-Recall, 3%
in Micro-F1, 3% in Macro-Precision, 3% in Macro-Recall,



Figure 3. Ablation study results on the SexTok dataset.

Figure 4. Influence of θ on the classification performance.

2% in Macro-F1, 3% in the ”Suggestive” category, 3% in
the ”Educative” category, and 2% in the ”Others” category,
respectively.

These results demonstrate that our proposed consensus-
aware visual encoder significantly boosts the model’s ca-
pacity to comprehend abstract concepts, effectively ad-
dressing challenges related to visual similarity and the wide
diversity of cross-domain video content.

4.6.2 On Label distribution-aware Training

To further emphasize the importance of the label
distribution-aware training strategy introduced in our
model, we designed two variants of our model:

• w/o LDT: In this variant, we removed the label
distribution-aware training strategy, thus disregarding
the impact of data imbalance on the model. This base-
line variant uses standard binary cross-entropy loss
without accounting for class imbalance.

• w DA: This variant addresses the imbalance by repli-
cating videos from the “suggestive” and “educative”
categories to match the data size of the “others” cat-
egory, thus artificially balancing the dataset through
data augmentation.

As illustrated in Figure 3, our model consistently
achieves superior performance across multiple metrics.

Compared to the w/o LDT model, we observed improve-
ments of 6% in Accuracy, 25% in Suggestive, 17% in
Educative, 5% in Others, 4% in Micro-Precision, 9% in
Micro-Recall, 4% in Micro-F1, 3% in Macro-Precision, 4%
in Macro-Recall, and 3% in Macro-F1. Similarly, when
compared to the w DA model, the same metrics exhibited
improvements of 2% in Suggestive, 2% in Micro-Recall,
4% in Micro-F1, 4% in Macro-Precision, 3% in Macro-
Recall, and 1% in Macro-F1. Notably, the w/o LDT model
performs the worst, consistently underperforming across
nearly all metrics. This clearly demonstrates that applying a
class balancing strategy is critical for enhancing the model’s
performance in the task of sexually suggestive video classi-
fication, particularly in the face of class imbalance. This
strategy significantly contributes to improved classification
accuracy and generalization across all video categories.

4.6.3 On Feature Selection

To investigate which feature is more beneficial for train-
ing the multimodal feature consistency learning module (in
Eqn. (6) and Eqn. (7)), we designed two model variants:

• w OF: This variant uses only the original visual fea-
tures for training the model, without incorporating any
synthetic features.

• w SF: This variant relies solely on synthetic features,
generated through Gaussian distribution calculations,



Figure 5. Influence of β on the classification performance.

for training.

As illustrated in Figure 3, our model demonstrates a
clear advantage by combining both synthetic and original
features instead of using only one type of feature. Com-
pared to the w OF variant, our model shows improvements
of 1% in Suggestive, 1% in Educative, 1% in Others, 1%
in Micro-Precision, 9% in Micro-Recall, 4% in Micro-F1,
3% in Macro-Precision, 9% in Macro-Recall, and 11% in
Macro-F1, respectively. Similarly, when compared to the w
SF variant, our model achieves increases of 2% in Accuracy,
2% in Suggestive, 3% in Educative, 2% in Others, 13%
in Micro-Recall, 5% in Micro-F1, 2% in Macro-Precision,
6% in Macro-Recall, and 4% in Macro-F1. These re-
sults strongly suggest that combining synthetic and original
features within the multimodal feature consistency learn-
ing module significantly enhances the model’s overall per-
formance, allowing it to better capture and align features
across modalities. This combined approach proves to be
more effective than relying on either type of feature alone.

4.7. Parameter Analysis

The Maximum Boundary θ. To explore the impact
of the maximum boundary θ in Eqn. (10), we conducted
a parameter analysis experiment on the SexTok dataset un-
der different θ values (ranging from 0.1 to 0.9, with an in-
crement of 0.1), evaluated using Micro-F1 and Macro-F1.
The experimental results are shown in Figure 4. The re-
sults demonstrate that as the θ value increases, both Micro-
F1 and Macro-F1 follow a general trend of rising initially
and then declining, reaching their peak at θ = 0.5. Al-
though additional fluctuations occur as θ increases, none of
these surpass the optimal performance achieved at θ = 0.5.
Therefore, through this parameter analysis, we determined
that θ = 0.5 is the optimal value for our proposed model.

The hyperparamete β. To explore the impact of the
hyperparameter β in Eqn. (11), we conducted a parame-
ter analysis experiment on the SexTok dataset under differ-
ent β values (ranging from 10 to 100, with an increment of
10), measured by Micro-F1 and Macro-F1. The experimen-
tal results are shown in Figure 5. The results demonstrate

that as the β value increases, Micro-F1 follows an overall
trend of rising initially, then declining, and finally stabiliz-
ing, achieving its best performance at β = 30. Macro-F1,
on the other hand, fluctuates throughout but also reaches its
peak at β = 30. Despite additional fluctuations as β = 30
increases, none surpass the optimal performance obtained at
β = 30. Therefore, through this parameter analysis, we de-
termined that β = 30 is the optimal value for our proposed
model.

4.8. Qualitative Analysis

In Figure 6, we present representative cases from the
SexTok dataset to qualitatively evaluate the effectiveness
of our proposed method. Each column corresponds to a
specific category, comparing the classification results of our
model with the second-best model, SlowFast [11].

In the first row of the first and third columns, the videos
exhibit strong explanatory features, with individuals ver-
bally explaining concepts. The second-best model, influ-
enced by these “explanatory” characteristics, incorrectly
classified these videos as “educative”. In contrast, our
model effectively distinguished between surface-level ex-
planatory features and the actual content, resulting in cor-
rect classifications.

In the second row of the first and second columns, the
videos contain prominent visual cues, such as significant
exposure of body parts. The second-best model heavily
relied on these obvious visual features, leading to incor-
rect classifications as “suggestive”. However, our model
avoided making decisions based solely on visual exposure
and correctly identified the underlying content, demonstrat-
ing a deeper understanding of the video context.

Furthermore, the first row of the second column and the
second row of the third column showcase videos that were
accurately classified as “others” by both models. These
videos have minimal visual complexity, limited movement,
and rely primarily on audio cues for context. Our model
was able to correctly capture the audio-dominant nature of
these videos, preventing misclassification caused by over-
simplified visual cues.
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Figure 6. Qualitative comparison of our model with the suboptimal model, SlowFast, on the SexTok dataset. The figure highlights cases
where the SlowFast model made incorrect classifications: in the first column, the true label is “others”; in the second column, the true label
is “educative”; and in the third column, the true label is “suggestive”.

These qualitative analyses highlight the superior perfor-
mance of our proposed method in handling complex and
abstract concepts. Compared to the second-best model, our
approach demonstrates greater precision in filtering out ir-
relevant features, focusing on key information, and enhanc-
ing both the accuracy and robustness of sexually suggestive
video classification.

5. Conclusion

In this work, we address the challenge of classifying sex-
ual education and sexually suggestive videos by proposing
a novel video classification approach. Our method enhances
the model’s capacity to identify shared features across
video content through the introduction of a consensus-
aware visual encoder. Additionally, we implement a la-
bel distribution-aware training strategy that dynamically
adjusts the learning process to provide additional support
for underrepresented categories, ensuring balanced learn-
ing across all classes. Experimental results on the SexTok
dataset demonstrate the effectiveness of our approach.
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A bag-of-features approach based on hue-sift descriptor
for nude detection. European Signal Processing Confer-
ence,European Signal Processing Conference, Aug 2009. 3

[29] Y. Ma and R. Wang. Relative-position embedding based spa-
tially and temporally decoupled transformer for action recog-
nition. Pattern Recognition, 145:109905, 2024. 2

[30] C. Platzer, M. Stuetz, and M. Lindorfer. Skin sheriff. In
Proceedings of the 2nd international workshop on Security
and forensics in communication systems, Jun 2014. 3

[31] A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh,
S. Agarwal, G. Sastry, A. Askell, P. Mishkin, J. Clark, et al.
Learning transferable visual models from natural language
supervision. In International conference on machine learn-
ing, pages 8748–8763. PMLR, 2021. 3, 6

[32] R. Rea, L. Lacey, D. Dahyotit, and D. Dahyot. Multimodal
periodicity analysis for illicit content detection in videos.
Conference on Visual Media Production,Conference on Vi-
sual Media Production, Jan 2006. 3

[33] R. W. Summers. Social Psychology: How Other People In-
fluence Our Thoughts and Actions [2 volumes]. Bloomsbury
Publishing USA, 2016. 6



[34] W. Tan, Q. Yao, and J. Liu. Overlooked video classification
in weakly supervised video anomaly detection. 2

[35] Z. Tong, Y. Song, J. Wang, and L. Wang. Videomae: Masked
autoencoders are data-efficient learners for self-supervised
video pre-training. Advances in neural information process-
ing systems, 35:10078–10093, 2022. 6

[36] A. Ulges and A. Stahl. Automatic detection of child pornog-
raphy using color visual words. In 2011 IEEE International
Conference on Multimedia and Expo, volume 4, page 1–6,
Jul 2011. 3

[37] D. Wang, M. Zhu, X. Yuan, and H. Qian. Identification and
annotation of erotic film based on content analysis. In SPIE
Proceedings,Electronic Imaging and Multimedia Technology
IV, volume 5637, page 88, Feb 2005. 3

[38] X. Wang, S. Zhang, J. Cen, C. Gao, Y. Zhang, D. Zhao, and
N. Sang. Clip-guided prototype modulating for few-shot ac-
tion recognition. International Journal of Computer Vision,
132(6):1899–1912, 2024. 2

[39] X. Wang, S. Zhang, Z. Qing, Z. Zuo, C. Gao, R. Jin, and
N. Sang. Hyrsm++: Hybrid relation guided temporal set
matching for few-shot action recognition. Pattern Recog-
nition, 147:110110, 2024. 2

[40] P. Wu, X. Zhou, G. Pang, Y. Sun, J. Liu, P. Wang, and
Y. Zhang. Open-vocabulary video anomaly detection. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 18297–18307, 2024. 2

[41] P. Wu, X. Zhou, G. Pang, L. Zhou, Q. Yan, P. Wang, and
Y. Zhang. Vadclip: Adapting vision-language models for
weakly supervised video anomaly detection. In Proceedings
of the AAAI Conference on Artificial Intelligence, volume 38,
pages 6074–6082, 2024. 2

[42] Z. Yang and R. J. Radke. Context-aware video anomaly
detection in long-term datasets. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 4002–4011, 2024. 2

[43] J. Zhang, L. Sui, L. Zhuo, Z. Li, and Y. Yang. An approach
of bag-of-words based on visual attention model for porno-
graphic images recognition in compressed domain. Neuro-
computing, 110:145–152, Jun 2013. 3

[44] J. Zhao, H. Liu, Y. Wang, W. Zhang, X. Zhang, B. Li, T. Sun,
Y. Qi, and S. Zhang. Sentiment analysis of video dan-
makus based on mibe-roberta-ff-bilstm. Scientific Reports,
14(1):5827, 2024. 2

[45] H. Zuo, O. Wu, W. Hu, and B. Xu. Recognition of blue
movies by fusion of audio and video. In 2008 IEEE Interna-
tional Conference on Multimedia and Expo, page 37–40, Jun
2008. 3


