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Abstract

This work presents a Text-to-Image model-based
product image background generation method,
Concept-Edge Fusion, which generates a high-quality
background for a product freely through text descrip-
tion while maintaining the details of the product and
without deforming the edges. Existing methods for
generating product backgrounds often lead to semantic
misunderstanding and edge expansion, which greatly
undermines the quality of the generated image. Seman-
tic misunderstanding represents the apparent difference
between the main subject of the generated image and
that of the reference product image when the model
generates a new image based on the text description.
Edge expansion refers to the apparent changes in the
contour/shape of the input product. To solve these
problems, we introduce Concept-Inject and Edge-
Control modules to help the Text-to-Image model better
generate the background guided by the text description.
The concept-inject module prevents the model from
semantic misunderstanding about the given product,
and the edge-control module ensures that the product
edges are not expanded when completing the product
background. Extensive experiments demonstrate that
our method can better perform background generation
for products without changing the semantics, shape,
and details of the original products. We also construct a
dataset to evaluate the text-guided product background
generation.

Keywords: Text-to-image model, Background genera-
tion, Subject concept injection, Edge control, Product

1. Introduction

With the advance of diffusion models [31, 16], image
generation has achieved rapid development in recent years,

especially in the field of text-to-image generation[28, 25,
27, 30, 2]. Taking DALL·E 3 1 and Midjourney 2 as
examples, they have demonstrated remarkable capabilities
in generating photorealistic images that closely align with
textual inputs. To explore the commercial application of
text-to-image generation, many methods [8, 4, 1, 21, 22]
have made excellent attempts based on text-to-image mod-
els. They aim to convert text descriptions into controllable,
high-quality, realistic images to meet various commercial
application needs. These methods can rapidly generate a
wide range of image types, e.g., product posters, advertising
designs, and film special effects, and thus enhance produc-
tion efficiency.

reference semantic misunderstanding edge expansion
Figure 1. Illustration of semantic misunderstanding and edge ex-
pansion. Prompt: “A jar On the calm lake, the mountain and mist
is in the distance, with the mountain reflecting on the lake, profes-
sional photography, and commercial photography.”

In this paper, we focus on keeping the subject of the
product while generating the background based on the text,
ensuring that the product and background blend in as nat-
urally as possible. By providing only the reference image
of the product and its mask, we can generate the desired
background based on the text. This potential capacity holds
the promise of facilitating text-to-image applications in e-
commerce contexts, thereby permitting the personalization

1https://openai.com/dall-e-3
2https://www.midjourney.com/home
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Figure 2. Some results of our proposed Concept-Edge Fusion. The backgrounds of all products are generated from text descriptions, and
there are no errors in product recognition and edges.

of product backdrops. Consequently, this would foster the
pragmatic incorporation of text-to-image paradigms in real-
world environments.

Despite the urgent need, previous researchers have not
explored this topic well. To implement the function of
changing the background for specific products, most re-
searchers used customized image generation methods [29,
8, 12, 39, 3, 44] or image composition techniques [47, 32].
Although these methods often maintain consistent primary
features across diverse backgrounds for the product, they
all change the product’s detailed information, such as text,
logo, texture, etc. In contrast, the methods based on the Sta-
ble Diffusion [28] inpainting model and the ControlNet [48]
inpainting model can achieve fewer changes in the details
within the product area. However, they often encounter
problems such as semantic misunderstanding and edge ex-
pansion, as shown in Fig. 1, which affects the harmoniza-
tion of the subject and the background and the beauty of the

generated images.

To address the above issues, we propose a novel method
called “Concept-Edge Fusion”, which consists of two main
modules, i.e., the Concept-Inject module and the Edge-
Control module. The Concept-Inject module can inject the
semantic concept of the product into the base model, allow-
ing the base model to know that the product described in
the text is consistent with the given reference product im-
age. The Edge-Control module can not only inject the sub-
ject feature information but also provide fine-grained edge
control to ensure that the edges of the product do not ex-
pand. With these two carefully designed components, our
method achieves superior generation performance as shown
in Fig. 2.

In addition, there is no public standard dataset for eval-
uating text-guided product background generation. There-
fore, we propose a curated evaluation dataset (i.e., Product-
Bench) that captures a wide variety of product and textual-



description backgrounds. Each sample consists of (i) orig-
inal product image, (ii) product mask, and (iii) background
textual description. By generating a batch of product back-
ground images on the test set, we can more accurately assess
the model’s ability to perform background generation for a
wide range of products.

2. Related Work

2.1. Text-guided Image Inpainting

Some methods were attempting to generate content
within the mask area using text guidance [26]. DiffEdit [11]
utilized adaptive methods to obtain the mask of the edit-
ing area and add noise to the input image using DDIM.
During the denoising process, the content within the mask
area is generated using text descriptions. Repaint [23]
used a pre-trained DDPM [16] model to achieve inpaint-
ing. In each step, it samples the known region from
the input and the inpainted part from the DDPM output.
Blended Diffusion [1] conducted multi-step blending in
the masked region to generate more harmonized outputs.
Paint-by-example [43] applied mask shape-augmentation
and reference-augmentation to image inpainting. Any-
Door [8] achieved subject generation at any position with
image condition and ControlNet based on high-frequency
information. Smart-Brush [41] generated objects by incor-
porating both text and shape guidance with precision con-
trol. [35] introduced an edge predictor to guide the dif-
fusion model, ensuring that the edges of the synthesized
image align with an input sketch. [34] proposed an edge-
preserving diffusion process to enhance the structural de-
tails. Inpainting-Anything [46] involved SAM [18] and
SD [28] to replace any object in the source image with the
text-described target. However, these existing methods of-
ten generate an unharmonious background for a given prod-
uct and SD-based methods struggle to preserve the original
input product.

2.2. Customized Image Generation

Customized (subject-driven) generation uses several ref-
erence images to learn the given subject. Some works [7,
29, 24, 36, 13] learned the given reference images by learn-
ing new vocabulary. In addition, some methods [12, 39, 17,
44, 8, 43] used image encoders to directly inject the con-
cepts of reference images into the UNet model, eliminating
the need to learn new vocabulary for new reference images.
Other methods [4, 21, 22, 40, 15] achieved multi-subject
generation by editing the cross-attention map of the image.
Although these methods have achieved decent personalized
editing effects to some extent, they all come with certain
limitations. For instance, learning a new concept requires
a considerable amount of time to fine-tune the model. In
addition, although the image encoder-based approach can

directly introduce concepts into the model, it cannot guaran-
tee that the details of the subject are completely preserved.

2.3. Image Harmonization

A classical image composition pipeline is cutting the
foreground object and pasting it on the given background.
Image harmonization [33, 6, 42, 5, 10, 9, 14] could further
adjust the pasted region for more reasonable lighting and
color. However, these methods only explore the low-level
changes, such as editing the structure, view, and pose of
the foreground objects, or generating the shadows and re-
flections. Recently, ObjectStitch [32] and ControlCom [47]
utilized diffusion models to achieve object composition. Al-
though they can blend the subjects into the given back-
ground, the subjects are changed and the subjects’ details
are not well-maintained. The color, texture, and shape of
the object may undergo certain changes, making it unsuit-
able for background generation of the product.

3. Method

Our proposed Concept-Edge Fusion pipeline is demon-
strated in Fig. 3. Given a reference product, a product mask,
and a background description, the goal is to place this prod-
uct in any background based on the textual description and
present a natural blend between the product and the back-
ground. Our framework mainly contains three modules:
the Concept-Inject module, the Edge-Control module, and
the pre-trained SD [28] model. To effectively modify the
background of the product, we use product data for train-
ing the Concept-Inject module and Edge-Control module,
and these two modules are trained independently. The loss
function remains consistent with that of training the diffu-
sion model.

3.1. Concept-Inject Module

We propose Concept-Inject module to enhance the base
model’s perception for the provided product subject in the
reference image. This module allows noisy image features
in the UNet to interact with the features of the reference
image using newly designed cross-attention layers.

Specifically, we use a pre-trained CLIP image encoder
to extract the features of the reference image, resulting in a
sequence of image embeddings. This sequence undergoes
processing via the object mask, ensuring that it is localized
within the area of the object, which facilitates more accurate
removal of the reference image’s background and improves
the integration of the reference object with the background
described in the text.

Then, to enable a more effective adaptation to the inher-
ent characteristics of the reference image, a Mapper net-
work is employed to reduce the length of the image embed-
ding sequence to N (we set N = 16 in this study). Con-
sequently, the shape of the final reference embedding se-



Figure 3. Overall pipeline of Concept-Edge Fusion, which is designed to generate product backgrounds through text descriptions. The
pipeline mainly consists of three components: Concept-Inject, Edge-Control, and SD model. Concept-Inject module is composed of an
image encoder of CLIP, Mapper, and cross-attention layer of UNet with K and V linear layers that are updated during training. The
Mapper is composed of MLP and responsible for mapping the image embedding to a sequence embedding suitable for UNet. The cross-
attention calculated from the image utilizes the mask to extract attention within the region, reducing the influence of the reference image on
background generation and enhancing the concept preservation as well. Edge-Control is a ControlNet-like module, with inputs being the
masked image, mask, and canny edge, providing better edge control. Flames and snowflakes represent learnable and frozen parameters,
respectively.
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A bottle on the snow-
capped mountain,
surrounded by
snowflakes in large
flakes, the background is
the snowy mountain, with
professional photography
and commercial
photography.

Unet ControlNet

Figure 4. Attention map of the cross-attention layer. The resolu-
tion of the attention map is 32× 32.

quence is (B,N,D), where B represents the batch size, N
is the length of the embedding sequence, and D represents
the dimension of the embedding.

Subsequently, through a series of added cross-attention
layers, the reference embedding sequence is injected into
the original cross-attention layers of the UNet model via a
process of weighted summation. Mathemetically, given the

original cross-attention A, the calculation method for the
added cross-attention A

′
of injected embedding sequence

is as follows:

A
′
= Softmax

(
QKc

⊤
√
d

)
Vc, (1)

where Q = XWq, Kc = TWk, Vc = TWv, Wk and
Wv are copied from the original cross-attention layer and
updated during training to adapt to the reference image fea-
tures, Wq is the original Q linear layer in the cross-modal
attention layer of UNet, T is the feature embeddings ob-
tained from the reference product image through Mapper,
and X is the feature embeddings of the noisy image pro-
cessed by the UNet network. In the training stage, the orig-
inal UNet model is frozen. The calculation mechanism for
the new cross-attention becomes:

Anew = A+ λ(A
′
∗mask), (2)

where λ is a control coefficient and mask is object mask,
new cross-attention Anew is the cross-attention of the UNet
in our pipeline.

As shown in Fig. 4, we visualize the cross-attention maps
of the ControlNet inpainting and SD inpainting. From the
figure, we can see that both methods have shortcomings in
subject recognition and edge control. The concept recogni-
tion based on ControlNet inpainting has more serious prob-
lems. The reason is that during the denoising process, Con-
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A bottle on the snow-
capped mountain, 
surrounded by snowflakes 
in large flakes, the 
background is the snowy 
mountain, with 
professional photography 
and commercial 
photography.

Figure 5. Cross-attention map of Edge-Control module. The
prompt for generating the image is: “ A jar placed in an outdoor
snowy scene.” The attention map contains the object token “ jar ”
and the background token “ outdoor ”. As the iterations of denois-
ing, the Edge-Control module gradually distinguishes between the
background and the object.

trolNet only adds control condition information to the de-
coder of UNet, but the encoder of UNet mainly generates
content based on text. If the encoder generates content with
apparent recognition errors for the subject, it will cause the
failure of the control conditions of the ControlNet part. Due
to the lack of an efficient subject injection mechanism and
edge condition control, SD inpainting also exhibits the input
product’s change.

3.2. Edge-Control Module

In the process of generating the background of a product,
it is imperative to ensure that the edges of the product are
not distorted. In this regard, we propose the Edge-Control
module, a ControlNet-style module, which serves as an ef-
fective means of achieving the desired contour control. To
further enhance both the object recognition capabilities and
edge control, we incorporate three distinct conditional in-
formation: the masked product image, the product mask,
and the canny of the product mask. By jointly utilizing these
three elements, we aim to optimize the overall performance
of the system in terms of accurately identifying objects and
maintaining precise control over their shapes.

Technically, they are concatenated together in the chan-
nel dimension. The masked object image is used to en-
hance the injection of object features, the mask provides
shape perception, and the canny is used to further enhance
the control of edges. By incorporating edge and concep-
tual features at each resolution level within every block
of the Edge-Control module, the perception of conceptual
and edge information in the UNet encoder is effectively en-
hanced. A gradual improvement in object-background fu-
sion is achieved through iterative refinement across time
steps. Fig. 5 illustrates the changes of the attention map
in the edge-control module with denoising time steps. It
can be seen that the distinction between the object and the
background becomes more and more obvious.

3.3. Training Strategies

Product Image. Inspired by the previous work [38, 41],
shape guidance can achieve precise inpainting control. To
achieve better control over the shape of the product, we used
the product data when training the two modules. All im-
ages are high-quality product photography data downloaded
from Pinterest 3, in total 100,000 images. The images are
automatically annotated with captions using LLaVA-v1.5-
13B [20], and the corresponding product areas are cropped
out for the mask and mask canny edges.

Random Mask. To enhance the model’s perception
ability in foreground and background recognition, we have
adopted some special strategies during the training process
of the Edge-Control module. Specifically, we flip the mask
with a 25% probability, which can increase the model’s
adaptability to different scenarios and improve its accuracy
in processing complex images. At the same time, we also
leave the text blank with a 50% probability. This opera-
tion aims to reduce the interference of text description on
the model’s judgment, thereby improving the model’s abil-
ity in conditional image control. By combining these two
strategies, the Edge-Control module can better distinguish
foreground and background elements in practical applica-
tions. Moreover, the quality and effect of image processing
can be remarkably improved.

4. Experiments

4.1. Implementation Details

Network Settings. We choose Stable Diffusion
V1.5 [28] as the base model. The Mapper is a single
MLP with LayerNorm. The architecture of the Edge-
Control module is similar to ControlNet with 9-channel in-
put. During the training process, the Edge-Control module
and Concept-Inject module are trained separately, allowing
for optimization tailored to their respective characteristics,
We did not use data to train the base model. In terms of
input images, we use a uniform resolution of 512 × 512 to
ensure consistency in the training data. For images with an
aspect ratio not equal to 1, we adjust the image and mask
to square images by filling it with pure white to meet the
model’s input requirements. When processing the masked
image tensor, we first normalize the original image and then
use the mask to obtain the masked image tensor. We choose
the AdamW optimizer with an initial learning rate of 1e-5
and warmup 500 steps, during the inference stage λ is set to
0.5.

Benchmarks. Since there is no available benchmark
for evaluating product background generation, we propose
a new benchmark, which includes 37 different products.
These 37 products have not appeared in the training dataset

3https://www.pinterest.com

https://www.pinterest.com


Two bottles of gray shampoo on the 
snow-capped mountain, surrounded by 
snowflakes in large flakes, the 
background is the snowy mountain, 
with professional photography and 
commercial photography.

A bottle of beverage by the waterfall, 
with the background being the 
waterfall, professional photography, 
and commercial photography.

A small bottle captured in a natural 
outdoor environment during the 
autumn, with a simple style, dry 
yellow leaves, and sunset, commercial 
photography.

ControlNet 
Inpainting

SD 
Inpainting OurMagicBlended 

diffusion

A box placed on the grass, 
professional photography, commercial 
photography.

A bottle of shower gel on the grass of 
the hillside, with the background 
being the mountain, professional 
photography, and commercial 
photography.

A bottle of beverage On the snow-
capped mountain, surrounded by 
snowflakes in large flakes, the 
background is the snowy mountain, 
with professional photography and 
commercial photography.

Figure 6. Comparisons with state-of-the-art methods. The first column is prompt, and the remaining columns are the generated images by
different methods.

and each has 30 different backgrounds. Therefore, we col-
lect a total of 1,110 images for comparison purposes.

Evaluation Metrics. We employ the CLIP Score and
PickScore [19] to assess the consistency between text and
images automatically. We use PSNR and SSIM to measure
the preservation of input products. To evaluate the aesthetic
appeal of images, we utilize the SAAN [45] model to cal-
culate aesthetic scores. Moreover, we have organized user
studies involving a group of 15 annotators to assess the gen-

erated results in terms of concept, edge, and aesthetics.

4.2. Comparisons with State-of-the-art Methods

Qualitative comparisons. In Fig. 6, we have demon-
strated a comparison of our method with open-source SOTA
methods, i.e., Blended diffusion [1], Magic [37], Control-
Net Inpainting and Stable Diffusion Inpainting. We main-
tain the same input subject and prompt for all methods. The
background generated by Magic is not harmonious with the



A bottle and a lamp On the 
grass, with the background 
being the mountain and 
clouds, professional 
photography, and commercial 
photography.

A bottle and a lamp set in an 
outdoor winter natural 
environment, professional 
photography, and commercial 
photography. 

A bottle and a lamp captured 
in a natural outdoor 
environment during the 
autumn, with a simple style, 
dry yellow leaves, and sunset, 
commercial photography.

ControlNet 
Inpainting

SD 
Inpainting

OurMagicBlended diffusion

Figure 7. Multi-object background generation. Our method can correctly identify both objects.

Table 1. Quantitative analysis. We use CLIP, SAAN [45] and Pickscore [19] to quantitatively evaluate the semantic alignment and visual
quality. We utilize PSNR and SSIM to assess product preservation in unmasked regions. Higher is better.

Method CLIP Aesth. Pickscore PSNR SSIM
ControlNet Inpainting 35.25 4.63 19.19 21.68 0.7159
SD Inpainting 35.29 4.69 19.32 22.55 0.7069
Blended diffusion 28.16 4.72 18.70 24.00 0.7980
Magic 27.09 4.61 17.86 22.64 0.7687
Our 35.33 4.78 19.42 48.28 0.9734

input product. The results of Blended diffusion, ControlNet
Inpainting, and SD Inpainting often produce subject con-
cept errors and shape change. In contrast, our method can
correctly recognize the subject and effectively control edge
information. Among all methods, our method better pre-
serves the original details, e.g., the words and logos. This
superior performance is attributed to our proposed concept-
inject and edge-control modules.

In addition, we demonstrate the comparison of generated
images for multiple subjects, and the corresponding results
are shown in Fig. 7. Based on the experimental results, the
background generated by Blended diffusion and Magic are
not very consistent with the text description about expired
background. ControlNet Inpainting and SD Inpainting both
exhibit a certain degree of cognitive bias towards multiple
objects; ControlNet Inpainting has a greater bias. In some
cases, ControlNet Inpainting may perceive the lamp as a
bottle, and SD Inpainting may recognize the bottle as a dif-
ferent type of bottle. Our method can exactly recognize

each subject and generate reasonable backgrounds.

Quantitative comparisons. For generated images of var-
ious objects with different backgrounds, we employ the
PSNR, SSIM, CLIP Score, PickScore, and Aesthetic Score
as metrics to evaluate the performance of multiple methods
in terms of product preservation, conceptual understanding,
and the aesthetic quality of object-background fusion. The
corresponding results are reported in Table 1. Among all
methods, Magic has the weakest perception of the object
concept and aesthetics, while our method achieves the best
cognition and aesthetic scores. This means that the gen-
erated background by our method has better consistency
with the text description and higher visual quality. In terms
of PSNR and SSIM, our method achieves the best perfor-
mance, which illustrates the superior preservation ability of
input products. These results are also consistent with the
qualitative comparisons as shown in Fig. 6 and 7.

User study. We conduct a user study to further compare the
results of ControlNet Inpainting, SD Inpainting, Blended



Edge-Control Concept-Inject Full Model

A bag of yogurt is placed on the dining table, 
professional photography, and commercial 
photography.

A microwave oven is placed on a snowy 
mountain, professional photography, and 
commercial photography.

A small electric fan is placed on the table, 
professional photography, and commercial 
photography.

Figure 8. Qualitative ablation studies on Concept-Inject and Edge-Control modules of our method. Using only Edge-Control may result in
object recognition errors without exact concept guidance, while using only the Concept-Inject module cannot precisely control the object’s
edge. Combining both modules enables accurate object recognition and precise edge control.

Table 2. User study. Evaluation metrics include “Recognition”,
“Boundary”, and “Aesthetics”. The scoring range for each metric
is from 1 (worst) to 4 (best). Our method achieved the highest
human evaluation scores compared to other advanced methods.

Method Recog. Bound. Aesth.
ControlNet Inpainting 1.94 2.06 1.82
SD Inpainting 2.58 2.78 2.71
Blended diffusion 1.51 2.09 1.37
Magic 1.35 2.41 1.39
Our 3.25 3.59 3.36

diffusion, Magic, and our method. Specifically, we ask 10
participants to judge 400 sets of image comparisons (ran-
domly selected from all test results). These participants
possess fundamental image processing skills. For each
set, a corresponding product object image is provided as
a reference. We conduct a detailed evaluation from three
perspectives: “Recognition” (object recognition ability),
“Boundary” (whether the boundary expands), and “Aesthet-
ics” (aesthetic blending of the object and background). We
prepare detailed regulations and templates to rate the im-

Table 3. Quantitative ablation study. We quantitatively evaluate the
impact of only using a single module on the model’s conceptual
awareness and edge control capabilities. Higher is better.

Method CLIP Aesth.
Edge-Control 30.53 4.72
Concept-Inject 30.56 4.74
Our 35.33 4.78

ages with scores of 1 to 4 for the three perspectives. The
results of our user study are reported in Table 2. We can
see that Blended diffusion and Magic have the poorest con-
cept recognition and edge control, leading to a decline in
the overall aesthetics of the generated images. SD Inpaint-
ing has relatively better concept recognition and edge con-
trol. Among all methods, our method has the best concept
recognition and fusion of the object and background, result-
ing in the highest aesthetic score accordingly.

4.3. Ablation Studies

In this part, we carry out extensive ablation studies to
verify the effectiveness of our designs. To evaluate the ra-



w/o mask mask w/o mask mask

Figure 9. Qualitative ablation studies on the masking mechanism in Concept-Inject module. “w/o mask” will interfere with background
generation.

Figure 10. Results of our proposed Concept-Edge Fusion. The same product can naturally blend in different backgrounds.

tionality of the model design, we separately utilize each
module to generate images as shown in Fig. 8. It becomes
evident that relying on a single module results in insuffi-
cient control capabilities, leading to conceptual cognition
errors and edge expansion phenomena. By contrast, em-
ploying two modules simultaneously allows for a collabo-
rative enhancement of concept perception and edge control.
The Concept-Inject module can enable the model to cor-

rectly perceive the correspondence between the given ob-
ject and the object described in the text when generating the
background, thus preventing the generation of cluttered ob-
jects introduced by the text in other areas of the background.
The Edge-Control module, on the other hand, can help with
better edge control, thereby achieving more accurate object
recognition. When relying solely on text prompt and Edge-
Control module for attention computation can lead to in-



Figure 11. Illustration of out-of-domain generalization, where all
products are unseen during the training.

accuracies, potentially causing semantic misunderstanding
(e.g., generating other related objects). Numerical results
are listed in Table 3, which are aligned with our visual anal-
ysis. Using the Concept-Inject and Edge-Control modules
separately will weaken the model’s capabilities of concep-
tual recognition and edge control.

In Fig. 9, we explore whether to apply a masking mech-
anism for the attention calculation in the Concept-Inject
module (Eqn. (2)). If the mask is not used to extract the
object’s attention in the Concept-Inject module, it will lead
to the interference of background information with masked
images in the attention. Because CLIP encodes background
information along with the image when converting it to an
embedding, the token’s output embedding contains not only
object information but also background information, which
in turn will cause the generated image background to be
disturbed (the “w/o mask” of Fig. 9). Using the mask in the
Concept-Inject module, the generated background is clear
and natural, as shown in the “mask” of Fig. 9.

4.4. More Evaluation

To further demonstrate that our approach can not only
position objects in a wide range of backgrounds but also
maintain the ability to recognize objects and precisely con-
trol edges, we randomly selected an object from the test set
and generated images in different scenes based on the dif-
ferent background descriptions. As can be seen in Fig. 10,
the object can naturally blend with various types of back-
grounds, where the edges of the object are precisely con-
trolled and the generated background naturally blends with
the light and shadow on the object’s surface. In Fig. 11,

we illustrate the background generation for various prod-
ucts that are not included in the training data. The generated
images are visually pleasing. This implies that our method
has the capacity of out-of-domain generalization.

5. Conclusion

In this work, we present Concept-Edge Fusion, imple-
menting automatic product background generation based on
diffusion models. The core contribution of our method is
proposing the Concept-Inject and Edge-Control modules to
accomplish the concept cognitive of given subjects and pro-
vide exact edge control, enabling high-quality text-guided
background generation. This allows different products to
naturally blend with various backgrounds, making it pos-
sible to quickly change the background of objects through
text descriptions. We also collected a benchmark used to
evaluate the performance of product background genera-
tion. Extensive experiments demonstrate the superiority of
our method. In the future, we would like to enhance the
lighting and shadows of product background generation.
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