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Abstract

With the explosion of data, clothing classification, as
the most basic technology, plays a very essential role
in the fashion field. However, garment styles are di-
verse, which makes garment features are vulnerable to
interference. In addition, clothing classification that
rely solely on texture characteristics may focus more
on garment detailed information, resulting in low ro-
bustness and low accuracy. In this paper, we propose
a two-stream fashion classification network (texture-
shape feature fusion network, TSFFNet) for clothing
style images, aiming to achieve an accurate and intel-
ligent clothing classification. In our work, 1) we find
that the shape characteristics of clothing help to clas-
sify clothing styles, 2) we adopt clothing image acqui-
sition module to remove the interference of complex
backgrounds in order to facilitate the network to fo-
cus more on the clothing shapes, 3) we fuse the texture
features with the shape features of the clothing to ex-
tract valid features, and 4) based on the characteristics
of texture and shape features in clothing, we improve
the network structure to further increase network ac-
curacy. Comprehensive and rich experiments demon-
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strate our discoveries and the effectiveness of our model.
Our network can achieve 74.6% accuracy on the fashion
dataset, which gains 12.4% improvement over using the
best mainstream classification network alone.

Keywords: clothing style classification, feature extrac-
tion, convolutional neural network, two-stream network

1. Introduction

The rapid development of online sales of fashion compa-
nies has aroused scholars’ attention to sustainable fashion
in the field of marketing[31]. Hence, many studies are com-
mitted to clothes recognition ([24, 40, 22, 46, 5]), retrieval
([23, 21, 15, 10]), recommendation ([11, 7]) and fashion
trend prediction ([1, 27]). However, clothing classification,
as the basic technical support in these fields, has a profound
impact on the subsequent functions (e.g., clothing retrieval,
clothing recommendation).

In this paper, our prime interest is the classification prob-
lem in fashion domain, which is highly demanded in all
stages of e-commerce. Recently, various deep learning-
based algorithms([24, 48, 40, 22, 4, 46, 30, 20, 38]) have
been proposed to address the problem of clothes recogni-
tion. These algorithms have demonstrated that the perfor-
mance of clothing classification can be improved with the
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adoption of the neural network. These methods are mainly
divided into two categories, one is to improve classification
effect through landmark detection, and the other is to use
hierarchical classification to obtain fine-grained classifica-
tion results. In the large-scale DeepFashion dataset[24], the
landmark information is defined as a set of keypoints on
clothing images and each image has 4 to 8 landmark points
(e.g., left & right sleeves, left & right collars, left & right
waistlines, and left & right hems). Liu et al.[24] proposes
a deep model FashionNet to learn the clothing features by
jointly predicting clothes category and landmark localiza-
tion on the DeepFashion dataset. Wang et al. [40] intro-
duces a deep grammar model, Bidirectional Convolutional
Recurrent Neural Networks (BCRNNs), with two attention
mechanisms for enhancing fashion landmark detection and
clothing category classification. Shajini et al.[30] proposes
an attention-driven deep learning technique for tackling vi-
sual fashion clothes analysis in images, aiming to achieve
clothing category classification and attribute prediction by
producing regularised landmark layouts. These models in
fashion classification show promising results but lack the
consideration of the hierarchical nature of fashion anno-
tations. Zhu et al.[48] introduces Branch-CNN (B-CNN),
the most well-known branching CNN for hierarchical im-
age classification. Cho et al.[4] proposes a fashion classifi-
cation model that works in a hierarchical manner can help
improve performance of fashion classification. Kolisnik et
al.[20] proposes a hierarchical fashion image classification
model, Condition-CNN, which addresses some of the short-
comings of the branching convolutional neural network in
terms of training time and fine-grained accuracy.

Previous works are aware of the importance of land-
mark detection and hierarchical classification to the clothes
recognition and have achieved particular success. How-
ever, there are still some problems in clothing classifica-
tion: 1) in complex backgrounds, clothing features are eas-
ily disturbed, resulting in low classification accuracy, 2) re-
lying only on texture features, it is difficult to improve the
accuracy of clothing classification, and 3) clothing styles
are diverse and changeable, some clothing parts have sim-
ilar characteristics, which makes fine-grained classification
difficult. Existing methods ignore the influence of cloth-
ing shape on the effect of clothing classification. Zhang et
al.[46] prove that clothing classification is more dependent
on the shape features of clothing. In our experiments, we
also try to combine the two features by adding a branch
to an existing model, which jointly learns the texture and
shape features, and fine-tune it on the dataset. Though the
idea of using both texture and shape features is straightfor-
ward, it is challenging to design proper network architecture
to incorporate them into fashion classification tasks.

To make full use of these two features, we use measure-
ment studies to find the factors that affect the accuracies

when integrating the features into different models. Based
on our measurement insights, we propose a novel combined
classification network called TSFFNet to improve the ac-
curacy of fashion classification. The contributions of this
paper are summarized as follows:

• To solve the problem of interference caused by com-
plex backgrounds in fashion images for clothing clas-
sification, a clothing acquisition module is proposed to
extract clothing shapes from fashion images, allowing
the network to focus more on clean clothing shape fea-
tures.

• To make full use of the features of fashion images,
we propose a two-stream network structure to effec-
tively fuse the detail features of fashion images with
the shape features of clothing images based on the dif-
ferences between clothing styles, substantially improv-
ing the accuracy of fashion image classification.

• To address the challenge of fine-grained classification
of clothing, we improve the structure of the network
based on the characteristics of clothing features, al-
lowing the network to extract more accurate features
and achieve higher accuracy in the diverse and variable
styles.

2. Related work

To achieve fast and accurate clothing image classifica-
tion, we analyze the characteristics of clothing images and
conduct experimental research from different angles to im-
prove the accuracy.

2.1. Clothes Datasets

Several clothes datasets have been proposed such as [44,
12, 17, 43, 24, 47, 8]. They vary in size as well as amount
and type of annotations. For example, Clothing1M[43],
WTBI[12] and DARN[17] have 1M, 425K and 182K im-
ages respectively. They scraped category labels from meta-
data of the collected images from online shopping web-
sites, making their labels noisy. In contrast, CCP[44],
DeepFashion1[24], and ModaNet[47] obtain category la-
bels from human annotators. Moreover, different kinds of
annotations are also provided in these datastes. For ex-
ample, DeepFashion1 labels 4 to 8 landmarks per image
that are defined on the functional regions of clothes. The
definitions of these sparse landmarks are shared across all
categories, making them difficult to capture rich variations
of clothing images. Furthermore, DeepFashion does not
have mask annotations. By comparison, ModaNet[47] has
street images with masks of single person but without land-
marks. Unlike existing datasets, DeepFashion2[8] contains
491K images and 801K instances of landmarks, masks, and



bounding boxes, as well as 873K pairs. It is the most com-
prehensive benchmark of its kinds to date. Moreover, the
semantic map provided by Deepfashion2 can help us get
the outline of the clothing in the image.

2.2. Clothing Image Understanding

Deep learning based models have achieved great success
in fashion field, such as clothes recognition ([24, 40, 22,
46]), retrieval ([23, 21, 15, 10]), recommendation ([11, 7])
and fashion trend prediction ([1, 27]).Earlier works use tra-
ditional image analysis methods (e.g. Candy[2], SIFT[26],
HOG[6],) to extract fashion image features for the follow-
up work, which are hard to grasp the most useful features
of fashion images.

Different outer contours and characteristic elements con-
stitute a variety of different clothing category, which re-
flects the practicality and specificity of clothing. Extracting
characteristic elements in clothing images, such as textures,
contours, or parts of clothing, can effectively help cloth-
ing classification. With the development of deep learning
methods, fashion models have achieved prodigious success.
As the fashion market grows and more clothing styles flood
in the market, different types of clothing may have similar
textures, similar parts and similar patterns, and these char-
acteristics create the problem of difficult classification of
clothing. However, the previous works([24, 40, 5]) is rarely
carried out from the perspective of the clothing shape itself.
In this paper, we analyze the characteristics of clothing out-
line and give corresponding optimization methods.

2.3. Clothing classification

Clothing classification are mainly divided into two cate-
gories, one is to improve classification effect through land-
mark detection, and the other is to use hierarchical classifi-
cation to obtain fine-grained classification results.

In order to further accurately detect the clothes people
are wearing for classification under complex backgrounds,
solutions typically attempt to identify the important regions
for each piece of clothing to help classifications[40, 22, 46].
Localization is performed by selecting regions in bound-
ing boxes which contain an article of clothing, or by mask-
ing unimportant parts of the images using attention mech-
anisms. The accurate locations and rich amounts of land-
marks in the fashion images can be a good assistance to
fashion tasks such as clothes attribute recognition and cloth-
ing classification. Wang et al.[40] leverages the high-
level human knowledge of landmarks and propose two im-
portant fashion grammars, dependency grammar capturing
kinematics-like relation and symmetry grammar accounting
for the bilateral symmetry of clothes. Li et al.[22] proposes
a refined implementation of attention localization. The
model presents a two-stream network that creates a land-
mark heatmap which is multiplied with the original image

to effectively create an attention mechanism. The altered
image is then classified using a straight forward convolu-
tional multi-class classification network.

A hierarchical classification(HC) is a part of the classifi-
cation task that maps input data into a defined hierarchical
relationship, which can be represented in the form of a tree
or a graph. To properly catch the relationship between lay-
ers, the HC algorithm must be able to label inputs to one
or multiple paths in the class hierarchy. Cho et al.[4] pro-
poses a new hierarchical classification model to improve the
classification performance by using the hierarchical nature
of fashion image annotations, such as ”trousers” and ”skirt”
both having ”bottom” as the upper level. The model is de-
signed to improve classification performance by exploiting
the hierarchical information.

These techniques often augment the data with other in-
formation about the image to aid classification. The branch
of research that focuses on object localization and classifi-
cation techniques frequently use images of clothing worn
by models provided in the DeepFashion dataset.

2.4. Attention Mechanism

In recent years, attention mechanisms have been widely
used in various domains of deep learning, such as image
classification and object detection. It is generated by bor-
rowing the human visual attention mechanism to quickly
screen out high-value information from a large amount of
information. Specifically, it quickly scans the global im-
age to obtain the target area that needs to be focused and
then devotes more attention resources to this area to obtain
more texture information related to the target that needs at-
tention, while suppressing other useless information. In the
direction of computer vision, the attention mechanism has
many different forms. In terms of the domain of attention,
it can be divided into spatial domain, channel domain, layer
domain, and mixed domain. And the attention modules
we commonly used are spatial transformer network [19],
SE-Net [16], Convolutional Block Attention Module[42],
Non-local Neural Networks[41], and Multi-Head Attention
[37]. The attention mechanism technology has also been re-
searched and applied in the field of fashion. Wang et al.[40]
proposes two kinds of attentions, namely category-directed
and landmark-aware attentions to enhance clothing cate-
gory classification. Zhang et al.[45] introduces the atten-
tion mechanism to incorporate the impact of positions for
clothing attribute prediction with only image-level annota-
tions. Shajini et al.[30] incorporates two attention pipelines:
landmark-driven attention and spatial–channel attention for
improving the accuracy of clothing classification. Inspired
by the success of the attention mechanism, we study deeply
about the use of the best combination of the attention mech-
anism module for fine-grained image classification tasks.
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Figure 1. The network structure of TSFFNet. The network obtains texture features F1 and clothing shape features F2 of the fashion image
through two data streams, and then fuses the obtained F1 and F2 features and uses a classifier to obtain classification results. In the figure,
Sn means the stage layer of the extraction module, LSn means the number of stage repetitions, and RSn means the multiple of the current
stage channel expansion.

3. Methodology

The main task of the algorithm in this paper is to quickly
and accurately identify the category of the given clothing
images. The category of clothing greatly depends on the
sleeve length, the fabric, the pattern and so on. We sum-
marize these features and find that clothing classification
mainly relies on the shape and the clothing textures. If these
corresponding features can be extracted and learned in a
better way, they will bring a massive promotion to clothing
classification.

In our work, we propose an effective method to extract
the textures and shape of the clothing as much as possi-
ble. The network we proposed named Two-Stream Clothing
Classification Network( texture-shape feature fusion net-
work, TSFFNet),as shown in Figure 1, in which one stream
is texture extraction stream, and the other is shape extrac-
tion stream. For the shape extraction stream, we use image
segmentation technology to help extract the shapes of the
fashion images, and then a classification network improved
from the fashion dataset is used to further extract features of
clothing shapes; for the texture extraction stream, we use a
model normalised for width, height and resolution settings,
which can help us to maximise extract effective texture fea-
tures from garments. Then we concatenate the features ex-
tracted by the two streams together to classify the clothes
categories.

3.1. Shape Extraction Module

For the task of clothing image classification, we guess
that the category of clothing largely depends on the shape of
the clothing by analyzing the characteristics of the dataset.
And we conduct a small experiment to verify our conjec-
ture. Based on the mask(polygon) information about the
clothing provided in Deepfashion2[8], we extract the shape
images of the clothing as a brand new dataset, and some of
the images are shown in Figure 2. We use the same clas-
sification network(i.e. EfficientNet-b0) for image classifi-
cation, and the accuracy of the original image dataset and
the shape dataset obtained after processing increased from
53.82% to 84%. By analyzing the experimental results, we
find that the shape of the clothing may be very helpful to
improve the accuracy of clothing image classification.

Then, we adopt the technique of image segmentation to
obtain the clothing shape information in the images. Most
existing methods[13, 3] pass the input through a network,
typically consisting of high-to-low resolution blocks that
are connected in series. The HR-Net[33] present a novel ar-
chitecture, namely High-Resolution Net (HRNet), which is
able to maintain high-resolution representations through the
whole process. It consists of parallel high-to-low resolution
subnetworks with repeated information exchange across
multi-resolution subnetworks(multi-scale fusion). The use
of parallel high-to-low resolution subnetworks is able to
maintain the high resolution instead of recovering the res-
olution through a low-to-high process. And the use of re-
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Figure 2. The clothing shape image extracted according to the
polygon information provided in Deepfashion2.

peated multiscale fusions to boost the high-resolution rep-
resentations with the help of the low-resolution representa-
tions of the same depth and similar level, and vice versa, re-
sulting in that high-resolution representations are also rich.
After the segmentation map predicted by the HRNet net-
work, we can get clean clothing images in complex images.

Stage 0perator Input Channels Layers Stride
1 Conv3 ×3 224× 224 32 1 2
2 IMBConv1, k3× 3 112× 112 16 1 1
3 IMBConv6, k3× 3 112× 112 24 2 2
4 IMBConv6, k7× 7 56× 56 40 2 2
5 IMBConv6, k3× 3 28× 28 80 3 2
6 IMBConv6, k7× 7 14× 14 112 3 1
7 IMBConv6, k7× 7 14× 14 192 4 2

Table 1. The structure of feature extraction module.

We then perform feature extraction on the obtained pure
clothing image to obtain the shape features of the image.
The structure of the feature extraction module is shown in
Table 1. We use the improved MBConv [35] module, which
is modified according to the characteristics of the clothing
shape dataset as a stacked module for feature extraction.
The network structure of the improved MBConv block is
shown in Figure 3(a).

In order to extract richer shape features, we use a 7×7
convolution kernel to increase the receptive field of the
model. Compared with the SE-attention mechanism used in
EfficientNet, we adopt the ECA-attention mechanism[39].
Unlike SE attention, which first performs channel compres-
sion on the input feature map, and such compressed dimen-
sionality reduction has a detrimental effect on learning the
dependencies between channels. Based on this concept, the
ECA-attention mechanism avoids dimensionality reduction,
and uses 1-dimensional(1D) convolution to efficiently real-
ize local cross-channel interaction, which can better extract

the dependencies between channels. Specific steps are as
follows: 1) a global average pooling operation is performed
on the input feature map to obtain a 1×1×C feature map,
2) the obtained Feature map is subjected to a 1D convolu-
tion operation with a convolution kernel size of 3, and the
weights w of each channel are obtained using the Sigmoid
activation function. The formula is as follows:

ω = σ (C1Dk(y)) (1)

where C1D indicates 1D convolution, k represents the size
of the convolution kernel, which we set to 3 here, y means
the given aggregated feature without dimensionality reduc-
tion, and 3) multiply the weights with the corresponding el-
ements of the original input feature map to get the final out-
put feature map. The network structure of ECA-attention is
shown in Figure 3(b).

Input

Global pooling

Conv1d,3×3

Sigmoid

1×1×C

1×1×C

1×1×C

×

Output

H×W×C

H×W×C

Depthwise

Conv7×7

ECA

Conv1×1

Conv1×1

＋

(a) Improved MBConv
 Block

       (b) ECA-Attention

Figure 3. The network structure of (a) improved MBConv block
and (b) ECA-attention mechanism.

By removing redundant convolutional layers, using large
convolutional kernels and ECA-attention, we can extract the
shape information of clothing quickly and accurately.

3.2. Texture Extraction module

Clothing types are diverse and varied, but the similari-
ties that garments maintain in certain textural characteris-
tics make them easily grouped together. The classification
accuracy of some attributes (such as stripe, print, graphic)
of the clothing is also highly dependent on the understand-
ing of the texture features[46]. Robert Geirhos et al.[9] find
that convolutional neural networks prefer to use color and
texture for prediction rather than shape. Thus, We use a
network with standardised settings for width, height and
resolution to extract texture features directly from the in-
put image. This structure facilitates our overall joint scaling
network to obtain the optimal extraction structure. Also,
the direct extraction of the original image can avoid the



errors generated by our clothing acquisition module when
performing image segmentation.

We compare the existing mainstream classification net-
works to find the best network for fashion image classifica-
tion as the texture extraction network through experiments.
According to the experimental results, it can be found that
the network that achieves the best results on other datasets
does not work well for clothing feature extraction. Finally,
we identify EfficientNet-b0 as the extraction network in the
texture extraction module.

3.3. Network Structure

We have tried two methods to integrate the shape ex-
traction stream and texture extraction stream. The first ap-
proach is a class score fusion[32]. This is a weighted fusion
of the scores obtained by the softmax layers in the two ex-
traction networks. The second approach is to perform the
corresponding feature extraction for different input datasets
(shape dataset and original dataset) separately. It is to con-
catenate the feature maps of the two streams together before
entering the classification module. We have tried these two
methods separately, and find that the second method is bet-
ter. This is also in line with our assumption: the ability
to specifically enhance the neural network’s extraction and
learning of texture features and shape features, respectively,
can help to improve the accuracy of clothing recognition.

To validate our conception, we propose TSFFNet, whose
network structure is shown in Figure 1. We adopt the idea of
two-stream networks commonly used in action recognition
to extract the texture and shape features of clothing sepa-
rately. For the clothing texture extraction module, we com-
pare various networks, and finally select EfficientNet as the
feature extraction network. Then for shape feature extrac-
tion, we first use HRNet to segment the image with complex
background to get clean clothing shape images. Then we
improve the existing network according to the characteris-
tics of the clothing dataset to achieve lighter and more accu-
rate extraction of clothing characteristics, the results of the
experiment are shown in Table 4. Finally we fuse the cloth-
ing features with the texture features of the fashion images
and then use the classifier to classify them accurately.

4. Experiments and Discussion

The experimental platform system is Linux, the graph-
ics processing unit (GPU) is Tesla V100, which relies
on python3.7, numpy1.18.5, torchvision0.4.0, and py-
torch1.7.1. The size of the image input to the network is
224×224, the batch-size is 32, the model epoch is 100.

4.1. Cloth Category Dataset

We evaluate the performance of the proposed model
using three large-scale benchmark fashion clothes

datasets: DeepFashion2 dataset[8], Deepfashion1[24]
and Clothing1M[43] dateset.

4.1.1 DeepFashion2 Dateset

DeepFashion2[8], is a large-scale benchmark with compre-
hensive tasks and annotations of fashion image understand-
ing. DeepFashion2 contains 491K images of 13 popular
clothing categories. A full spectrum of tasks are defined
on them including clothes detection and recognition, land-
mark and pose estimation, segmentation, as well as verifi-
cation and retrieval. All these tasks are supported by rich
annotations. For instance, DeepFashion2 totally has 801K
clothing items, where each item in an image is labeled with
scale,occlusion, zooming, viewpoint, bounding box, dense
landmarkss (e.g. 39 for ‘long sleeve outwear’ and 15 for
‘vest’), and per-pixel mask.

Our aim is to achieve accurate classification of flat cloth-
ing images of seller shows in online stores. Since there
are multiple categories in a picture in Deepfashion2 dataset,
it is not suitable for us to do a single clothing classifica-
tion. Thus, we use code to select images that are slightly
obscured and contain only one category based on the cate-
gory number and clothing occlusion information provided
by DeepFashion2 dataset. As some of the categories in the
dataset have few images, such as, ”sling”, ”skirt” and ”short
sleeve outwear”. In order to keep the numbers even under
each category, we further randomly filter from the obtained
25132 images to obtain a small dataset with 10 categories
and a total of 5500 images,of which 5000 are used as the
training set and 500 as the validation set. Also, we filter out
the categories with less than 500 images.

4.1.2 Clothing1M Dateset

Clothing1M[43] contains 1M clothing images in 14 classes.
It is a dataset with noisy labels, since the data is collected
from several online shopping websites and include many
mislabelled samples. This dataset also contains 47570,
14313, and 10526 images with clean labels for training, val-
idation, and testing, respectively. In this article, we will
mainly use the clean version for experimental verification.

4.1.3 DeepFashion1 Dateset

DeepFashion1[24] dataset is used to evaluate the proposed
category classification. It contains 289,222 annotated fash-
ion clothes images. Each image is labelled with 46 clothing
categories.

4.2. Performance Evaluation

For clothing category classification, we apply top-
1 classification accuracy, precision rate and F1-score



to evaluate our model. In order to ensure the fair-
ness of the results, all trainings are re-trained on the
same experimental platform and the resolution of in-
put image is the same. By comparing classical net-
works such as GoogleNet[34], ResNet[14], DenseNet[18],
and mainstream image classification networks, such
as MobileNetv2[29] EfficientNet[35], EfficientNetv2[36],
ESPNetv2[28], ConvNext[25]. All the experimental results
are summarised in Table 2.

Model Accuracy Precision F1-score

GoogleNet[34] 0.522 0.538 0.526

DenseNet201[18] 0.420 0.436 0.428

ESPNetv2[28] 0.542 0.543 0.542

MobileNetv2[29] 0.518 0.522 0.519

Resnet34[14] 0.576 0.575 0.575

ResNet50[14] 0.524 0.564 0.544

EfficientNet-b0[35] 0.622 0.621 0.621

EfficientNet-b2[35] 0.610 0.611 0.610

EfficientNetv2[36] 0.602 0.604 0.603

ConvNext-tiny[25] 0.504 0.512 0.508

ConvNext-base[25] 0.496 0.502 0.499

Our Method (TSFFNet) 0.746 0.755 0.750

Table 2. Experimental results for clothing category classification
on validation set using top-1 accuracy.

As shown in Table 2, the shape and texture features of
the garment images are extracted separately, which can im-
prove the classification accuracy very substantially than us-
ing a single network. Our TSFFNet model achieves 74.6%,
75.5%, and 75.0% for top-1 accuracy, precision and F1-
score, respectively. The TSFFNet model outperforms state-
of-the-art methods in clothing category classification.

We show the results of the classification of some types of
clothing in Figure 4. Accurate segmentation can help us re-
move invalid background information and obtain the shape
information of the clothing. From the shape of the clothing
in the figure, the classification accuracy of the categories
with distinct characteristics will be higher. However, rely-
ing only on the shape information of the clothing can also
produce errors on the classification results, such as simi-
larity of some categories on some parts caused by different
poses and occlusions. For example, there will be some simi-
larities between long sleeve tops and short sleeve tops in the
hands-around-the-clasp position. At such times, the origi-
nal image may provide more effective feature information
for enhancing the accuracy of clothing classification.

4.3. Clothing Segmentation

As our network is designed according to the shape and
texture characteristics of the clothing, the method of cloth-
ing shape acquisition plays an important role. We conjec-
ture whether the accuracy of segmentation would further af-

fect the accuracy of the network. So we select several classi-
cal segmentation networks for experimental validation. The
MIoU and MPA of the segmentation network, the accuracy
of the segmented clothing image dataset and the accuracy of
the fusion of the extracted original image features and the
segmented image features are shown in Table 3.

Model MIoU MPA Shape-ACC TSFFNet

Deeplab V3+[49] 47.76 56.64 0.668 0.704

HRNet-w18[37] 24.58 32.66 0.632 0.638

HRNet-w32[37] 46.49 54.39 0.724 0.732

Unet-resnet50[50] 42.97 52.20 0.720 0.726

Unet-vgg[50] 32.09 42.39 0.658 0.672

PspNet[51] 45.58 55.34 0.658 0.690

Table 3. The MIoU and MPA of the segmentation network, the
accuracy of the segmented clothing image dataset and the accuracy
of the fusion of the original and the segmented images.

Table 3 shows the relationship between the performance
of segmentation and the classification accuracy of the seg-
mented image, and it can be seen that it is not the higher
the MIoU or MPA of segmentation, the better the classi-
fication. By comparing the garment images obtained by
Deeplab V3+ and HRNet-w32 segmentation, Deeplab V3+
has a good segmentation effect, but the classification effect
on the segmented map is not as good as that of HRNet-w32.
But the higher the classification accuracy of the shape fea-
tures obtained after segmentation, the higher the classifica-
tion accuracy of the fusion of shape and texture features.

We select HRNet-w32 as the network for the clothing ac-
quisition module based on the final classification results in
the obtained images, and obtain an image of pure garment
shape on the right in each cell in Figure 4. Then based on
this, we fuse the texture features of the original image and
the shape features obtained from clothing shape image. And
we enhance the classification accuracy of our network by
enhancing the extraction ability of these two features sepa-
rately. We find the extraction network that best suits these
two features through comparative experiments.

4.4. Extraction of Clothing Shape Feature

As shown in Table 3, the higher the classification accu-
racy of the shape features obtained after segmentation, the
higher the classification accuracy of the fusion of shape and
texture features. We use several different classical networks
to re-run experiments on the segmented obtained garment
shape image dataset. The experimental results are shown in
Table 4.

According to the experimental results, we observe that
the ConvNext, which achieve the best effect in the Ima-
geNet dataset, achieve poor results in the clothing classifica-
tion problem. We speculate that the optimal solution of this
model is difficult to obtain on our hardware because there
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Figure 4. The results of TSFFNet. The image column shows the original image of the input and the obtained image of the clothing shape.
The probability displays the accuracy of our network for classifying these images.

Model Accuracy

GoogleNet[34] 0.700

DenseNet201[18] 0.670

ESPNetv2[28] 0.712

MobileNetv2[29] 0.692

Resnet34[14] 0.720

ResNet50[14] 0.702

EfficientNet-b0[35] 0.724

EfficientNet-b2[35] 0.722

EfficientNetv2[36] 0.716

ConvNext-tiny[25] 0.692

ConvNext-base[25] 0.694

Our Method (TSFFNet) 0.746

Table 4. Quantitative results for clothing category classification on
segmented clothing shapes.

is no transfer learning. Another possible reason is that the
accuracy may be reduced due to overfitting caused by the
complexity of the network. At the same time, comparing
the deeper structure of the same network, it can be seen that
ResNet50 is not as good as ResNet34, and EfficientNet-b2
is not as good as EfficientNet-b0. We conjecture that per-
haps a deeper network does not help to improve clothing
classification accuracy. Therefore, we choose lightweight
and accurate EfficientNet-b0 as the texture and shape fea-
ture extraction network, and we also adapt and improve the
EfficientNet-b0 according to the characteristics of the ap-
parel dataset.

Combining Table 2 and Table 4 show that our method
(i.e., using both the texture features of the image and the
shape features of the clothing) works better than extracting

one type of feature alone.
To further illustrate that the fusion of the shape of the

clothing and the texture features of the image will play a
better role, we also conducted a comparison experiment.
We segment the clothing images, keeping the clothing im-
ages with texture features(i.e. removing the redundant body
parts as well as the background from the images). In
this way, the resulting clothing dataset has both texture
and shape information of the clothing without the interfer-
ence of redundant information. Then, we select the clas-
sical networks, such as GoogleNet[34], MobileNetv2[29],
DenseNet201[18], ResNet34[14], EfficientNet-b0[35] and
ConvNext-tiny[25], to conduct experiments on the pro-
cessed pure clothing dataset with texture features.

Model Accuracy

GoogleNet[34] 0.684
MobileNetv2[29] 0.69
DenseNet201[18] 0.626
ResNet34[14] 0.694
ConvNext-tiny[25] 0.646
EfficientNet-b0[35] 0.700

Table 5. Classification experiments on clothing images with tex-
ture features.

From Table 5, we can see that the classification results of
using the segmented clothing image with textures is not as
good as if we have extracted both features separately. We
conjecture that the result of segmentation also affects the
classification accuracy. So we use two feature extraction
networks to learn two types of features of the image sepa-



rately. First, the shape features of the clothing are learned
more intently using the shape extraction module, and the
features are extracted directly from the original image by
the texture extraction module on the other side. Then, fea-
ture fusion of the features learned from these two separately
can retain the important features of the original image in a
greater extent.

4.5. Improvement by Shape Extraction Module

We chose EfficientNet-b0 as the network for texture fea-
ture extraction and shape feature extraction. We improve
the feature extraction capability of the clothing shape ex-
traction stream according to the characteristics of the cloth-
ing shape. We are improving the network in following three
ways:

The number of the network’s stages. Based on the data
in Table 4, we can see that deeper networks do not work
well, and we try to further reduce the number of stages of
the network to improve the accuracy of the network.

The receptive field of the network. Based on the char-
acteristics of the clothing shape, we guess whether increas-
ing the receptive field of the network will also improve
the accuracy of the network. So, we try two methods,
one is to change the original convolutional kernels in the
EfficientNet-b0 network from 5×5 to 7×7, and the other is
to change the depth-separable convolutional order accord-
ing to the settings in the ConvNext network and then uses
7×7 convolutional kernels.

Attentional Mechanisms. The dimensionality reduc-
tion method used in SE-attention is not conducive to the
weight learning of channel attention in feature maps. So
we use different attention mechanism methods to try to find
out a more suitable attention mechanism for clothing shape
feature learning.

Shape Extraction Acc Model Size

EfficientNet-b0 0.724 15.63M

Reduce one stage 0.728 12.24M

Reduce two stage 0.718 4.02M

k7x7; change order 0.698 15.11M

k7x7 0.720 16.21M

k7x7; reduce one stage; change order 0.700 11.74M

k7x7; reduce one stage 0.730 12.82M

Replace SE with CBAM 0.716 41.99M

Replace SE with ECA 0.726 13.19M

Reduce one stage; replace SE with ECA 0.730 10.22M

k7x7; reduce one stage; 0.732 10.80M

replace SE with ECA (our method)

Table 6. The Ablation Experiment.

The ablation experiments performed according to our
conjectures and improvements are shown in Table 6. Ac-
cording to the experimental results, it is found that by

changing the number of layers of the network, the size of the
convolution kernel, and the attention mechanism, a network
with fewer parameters and more accurate accuracy can be
realized.

Parts Composition

EfficientNet-b0 √ √ √ √ √

Reduce one stage √ √ √ √

Replace SE with ECA √ √

k7×7 √ √

Accuracy 0.732 0.738 0.740 0.740 0.746

Table 7. The variation of accuracy after the fusion of our improved
shape extraction network and texture extraction network.

It can be seen from Table 6 that using the 7×7 convolu-
tion kernel directly will be better than using the 7×7 con-
volution kernel after changing the order according to Con-
vNext, but it is not as good as the original effect of Efficient-
Net. When the number of stages of EfficientNet reaches the
optimum, using a 7×7 convolution kernel will increase the
accuracy by 0.6%. The use of ECA-attention can bring a
little improvement whether it is on the original EfficiNet or
the adjusted network. Finally, the accuracy of our shape ex-
traction network increase from the original 72.4% to 73.2%
after three improvements are made.

We fuse the features extracted from the improved shape
extraction network and the texture extraction network to
form our TSFFNet. Table 7 shows the variation of accuracy
after the fusion of our improved shape extraction network
and texture extraction network.

As can be seen from Table 7, improving the accuracy of
the shape extraction module can also further improve the
accuracy of the network for fashion image classification.
With the improvements we have made, the accuracy of our
TSFFNet has reached 74.6% from the initial 73.2%, an im-
provement of 1.4%.

4.6. Results on other Dataset

Since the current fashion dataset has little mark informa-
tion, although ModaNet[47] has street images with masks
of single person, the data information is too complex for
our dataset to do classification, so we still use the relevant
information provided in Deepfashion2 for the training of
clothing acquisition.

To test the effectiveness of our model, the trained seg-
mentation weights are applied directly on the Clothing1M
and Deepfashion1[24] dataset, and then the features of the
obtained clothing images and fashion images are fused to
perform classification validation. The results of our model
with other mainstream classification networks are shown in
Table 8.

From the results in Table 8, we can see that although our
clothing image acquisition module only uses 5500 images



Model
Accuracy

Clothing1M Deepfashion1

GoogLeNet 0.66 0.605

DenseNet201 0.643 0.641

ESPNetv2 0.679 0.658

MobileNetv2 0.689 0.662

Resnet34 0.719 0.679

EfficientNet-b0 0.721 0.675

ConvNext-tiny 0.697 0.660

Our Method (TSFFNet) 0.732 0.689

Table 8. The Results of our model on other Dataset.

for network training, it can also achieve better results than
other mainstream networks in the Clothing1M and Deep-
fashion1 dataset.

However, since Clothing1M and Deepfashion1 does not
provide mask information and most of the images in the
dataset contain multiple garments, the single clothing style
classification we trained did not achieve a high improve-
ment. At the same time, as there is no open source code
for recent papers on clothing classification and the available
classification data are based on the Deepfashion1 dataset,
we are unable to do comparative experiments with existing
clothing classification networks on the same dataset for the
time being. Therefore, we chose to use the mainstream net-
work for our comparison experiments.

5. Conclusion

In this paper, we point out that starting from the proper-
ties of the clothing itself can better help classify the cloth-
ing. Take the clothing style classification task as an exam-
ple, most clothing categories can be distinguished from the
shape, such as tops, bottoms, skirts, etc. And we find that
compared to extract the clothing features together, targeted
enhancements are more helpful in improving the accuracy
of clothing classification. In particular, after our experi-
mental verification, the accuracy of clothing classification
is more dependent on the shape characteristics of clothing.
Therefore, we propose a network that can individually en-
hance shape and texture features: a texture-shape feature
fusion network(TSFFNet). At the same time, we have fur-
ther improved the network according to the characteristics
of the clothing style dataset, so that the network can classify
clothing images lighter and more accurately. The experi-
mental results demonstrate that our TSFFNet improves the
feature representation of clothes images and achieves com-
parable performance to the other methods. After the design
of the network, the experiment verifies that our network can
achieve 74.6% accuracy on the fashion dataset, which gains
12.4% improvement over using the best mainstream classi-
fication network alone.
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