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Abstract

Mesh inpainting aims to fill the holes or missing regions from observed incomplete meshes and keep consistent with prior knowledge. Inspired by the success of low rank in describing similarity, we formulate the mesh inpainting problem as the low rank matrix recovery problem and present a patch-based mesh inpainting algorithm. Normal patch covariance is adapted to describe the similarity between surface patches. By analyzing the similarity of patches, the most similar patches are packed into a matrix with low rank structure. An iterative diffusion strategy is first designed to recover the patch vertex normals gradually. Then, the normals are refined by low rank approximation to keep the overall consistency and vertex positions are finally updated. We conduct several experiments in different 3D models to verify the proposed approach. Compared with existing algorithms, our experimental results demonstrate the superiority of our approach both visually and quantitatively in recovering the mesh with self-similarity patterns.

1. Introduction

With the development of 3D data acquisition and digitalization technologies, 3D meshes can be easily obtained. However, the obtained 3D meshes are often contaminated with missing or damaged parts introduced in scanning and reconstruction processes. Mesh inpainting is always needed to improve the mesh quality for further applications. The problem can be viewed as how to fill the holes or missing areas from the observed incomplete meshes while keeping the recovered area consistent with prior knowledge.

Various methods have been proposed to solve this problem. Most of the existing methods heuristically address the problem by using geometric constraints from the surrounding geometry, which ensures that the restored patches blend naturally with their neighboring patches. They can successfully repair smooth surfaces but always fail for surfaces with geometric details, especially for models with repeated textures. The primary issue is that these methods utilize only the local geometric information rather than non-local patches. Non-local methods, such as example-based methods [22] or context-based methods [17, 34] attempt to recover the shape by importing patches from similar regions. These methods usually cut similar patches, align with hole boundaries and paste them onto the hole regions, which are generally complex. Moreover, it may produce unsatisfactory results near boundaries.

In this paper, we present a patch-based inpainting approach which takes advantage of the self-similarity of models to synthesize the missing regions and restore geometric details, especially for repeated textures of the models. The problem of mesh inpainting here can be described as: given an incomplete mesh with holes, we try to restore the connectivity and geometric details of missing regions which blend naturally with surrounding surfaces. The main challenges are how to describe the similarity of geometric details especially for patches with partially missing areas and how to utilize the geometric details to fill these areas naturally, especially for meshes with irregular non-grid structure.

The low rank prior has been extensively studied in image processing, such as denoising [39], inpainting [14] and reconstruction [28]. The highly correlated similar image patches are explored and a matrix with low rank structure can be constructed by reshaping each patch as a column vector. Hence, the image problems can be turned into low rank matrix approximation problems.

Recently, low rank approaches have also been adapted to geometry filtering task [23, 29] and work well for geometry details preservation. Essentially, geometry patches
also have correlated properties, especially for patches with similarity. Hence, in our work, we take advantage of these properties and propose a patch-based mesh inpainting approach. We first construct the connectivities of the hole areas using the existing method and develop a similarity descriptor for patches with partially missing areas in the form of the vertex normals. By analyzing the similarity of patches, we pack the most similar patches in many similar normal patch group matrices and recover the missing data by low rank matrix completion. An iterative diffusion strategy is designed to gradually recover the patch vertex normals and obtained normals are further refined by low rank recovery. The vertices are finally updated from the obtained vertex normals and initial positions.

The rest of the paper is organized as follows. Section 2 briefly introduces the previous work related to our approach. The algorithm details are given in Section 3. Section 4 shows the experimental results and Section 5 concludes the paper.

2. Related work

There are a large number of algorithms for mesh repair in the literature. In this section, we briefly review the previous methods that are relevant to our work and simply introduce the recent progress in low rank based methods in image and geometry processing.

2.1. Mesh inpainting

Various methods have been proposed for mesh inpainting which may be named hole filling, mesh completion and mesh repair. Reference [3] surveys existing algorithms of mesh repair for different applications.

One category of methods is filling the missing areas by interpolating or triangulating under the boundary constraints. Polynomial functions [2, 24], B-spline surfaces [36], radial basis functions [6], distance functions [8, 32], weight-based methods [45] or advanced front methods [4] are commonly used for interpolating. For triangulation, an improvement step always needs to make the filled region smooth and coherent with boundary areas [25]. All these methods always fill the missing areas with smooth surfaces and lose geometric details. To recover the geometric features, different geometry constraints are used in local geometry inpainting methods, such as feature lines [5, 16, 25, 43], distance functions [11, 35] and sparsity constraints [44]. The method in [16] proposes a semi-automatic approach by providing four points as a constraint to complete mesh holes. However, all these methods only integrate limited information from local geometry, and geometric details are usually lost.

Another category of methods utilizes the non-local surrounding geometric details for inpainting, such as template-based methods [13, 22] and dictionary learning methods [7, 37]. These methods first divide the incomplete meshes into patches, and the most similar patches are searched from the dictionary or template library. Then, the most similar patches are aligned and deformed to fill missing areas. The key issue is how to find similar patches and how to deform and blend these patches naturally with boundaries. Non-local methods can recover the detailed texture information on mesh surfaces to a certain extent, especially for random textures. However, the alignment and blending operation is sometimes difficult to handle, and may cause unsatisfactory results near boundaries.

2.2. Low rank based methods

Recently, there has been a growing interest in low rank based approaches in both image processing and geometry processing. In fact, many problems in image and geometry processing can be converted into low rank matrix approximation problems. Hence, low rank based methods have been successfully applied in denoising, inpainting and reconstruction in image processing and denoising and reconstruction in geometry processing.

In image denoising, they assume that a noise-free image can be represented as a low rank matrix [18, 39]. The image denoising problem can be formulated as the low rank matrix recovery problem. Total variation norm is used for reweighted low rank matrix recovery to maintain the overall smoothness of image structures in [39]. For the particularity of HSI data which contains hundreds of spectral channels, different intensity noise bands in images and the correlation between bands are took into consideration in [18]. Both of these methods have a better effect in improving the quality of image denoising.

In image inpainting, the problem can be solved by finding the similar patches and reshaped them as vectors into a matrix. Then, the missing pixels can be recovered by low rank matrix recovery techniques. The key of this problem is how to find the similar patches. In papers [26, 27], they find similar patches from datasets and the methods proposed in [14, 20, 33] find the similar patches from the original images by analysing the self-similarity of images. Low rank based image inpainting methods have advantage in maintaining the similarity of images because they introduce similarity analysis.

Recent advances suggest that structured sparsity often leads to more powerful signal reconstruction techniques in various compressed sensing studies. Hence, the nonlocal low-rank regularization is adapted to exploit the structured sparsity of images and the reconstruction could be improved due to the prior knowledge of image structures [12, 40].

Similar to image denoising and reconstruction, the low rank technique is also extended for geometry processing. In 3D denoising, a non-local low rank filtering is proposed by exploring the geometric similarity between patches and devising a low rank recovery model by means of patch groups [23]. The low rank models are generally used for
reconstructing 3D models from low rank images [30, 31, 38] in 3D reconstruction. Low rank models are also used in motion estimation to help 3D segmentation[19]. However, there is still little work to address the mesh inpainting problem using a low rank prior. The method proposed in [1] only adjusts points when the connectivity of mesh is known, and does not work well on repeated textures since the non-local similarity of mesh is not taken into consideration. With a deformable mesh and self-similarity prior learned by network, mesh inpainting problem was solved in [15] which may produce poor local feature. In this paper, we introduce a mesh inpainting method based on low rank recovery technique.

3. Our approach

3.1. Overview

Suppose given an incomplete triangular mesh denoted as $M^0$ with holes whose boundaries are denoted as $\mathbf{HB} = \{ \mathbf{hb}_i \}$, where $\mathbf{hb}_i$ are the hole boundary vertices. Mesh inpainting is to find a complete mesh $M$, that is, to recover the connectivity and vertex positions of $M - M^0$ with boundaries $\mathbf{HB}$. Based on the observation that the vertex normals of similar patches are highly correlated, the matrix will have a low rank structure property if we reshape the boundary the holes are completely filled. It uses the curvature of the hole boundaries to smooth the filled region. With this approach, the incomplete mesh $M^0$ will be initialized as a complete mesh denoted as $M^1$.

3.2. Smooth base structure construction of holes

We use the B-spline based method proposed in [36] to obtain a smooth base structure of the holes. The basic idea is that it detects the boundaries of holes and constructs a circular B-spline surface along the tangential directions of the boundary until the holes are completely filled. This initialization of the hole boundaries to smooth the filled region. With this approach, the incomplete mesh $M^0$ will be initialized as a complete mesh denoted as $M^1$.

3.3. Similar patch selection and packing

Because the consistency of the hole is only related to a certain range, we first define an $r$-ring neighborhood of $\mathbf{HB}$. $r$ is the neighborhood number. 1-ring neighborhood is defined as all the vertices that connected to $\mathbf{HB}$. Then, $r$-ring neighborhood includes all the vertices that connected to $(r-1)$-ring neighborhood. Fig. 3(a) and (b) show 1-ring and 2-ring neighborhood examples of $\mathbf{HB}$. We perform similarity analysis within this region to speed up our algorithm.

In this subsection, we select the $k$ patches most similar to the target patch and pack them into a matrix. The major workflow is as follows: (1) extract the mesh surface into several patches, (2) use a similarity descriptor to find the similar patches, (3) pack similar patches into a matrix.

3.3.1 Patch extraction

First, the $r$-ring neighborhood of $\mathbf{HB}$ is constructed, denoted as $\mathbf{NB}_r \subset M^1$. Then, for each vertex $v_i \in \mathbf{NB}_r$, we extract patch $\mathcal{N}(v_i)$ by searching its neighbors ring by ring counterclockwise until it achieves $sp$ vertices. Note we always choose the neighbor that is nearest to $v_i$ when we start a new ring. Fig. 3(c) shows an illustration of patch extraction in 2 dimension. $D$ is the known region with hole denoted as $D_h$. The $r$-ring neighborhood $\mathbf{NB}_r$ is showed within black curve. Fig. 4 gives different patches on surface. The patch may contain two parts: the subpatch in $M^0$ which is marked in orange and subpatch $M^1 - M^0$ which is marked in red.

3.3.2 Similarity descriptor

To find similar patches to a given patch that contains missing areas, we adapt the normal patch covariance to describe the geometry of the local patch, as in paper [23].

Suppose each vertex $v^i_j \in \mathcal{N}(v_i)$ has normal $\mathbf{n}^i_j$, if $v^i_j \in M^1 - M^0$, $\mathbf{n}^i_j = (0,0,0)^T$. Then, the normal patch covariance (NPC) matrix can be defined as

$$C(v_i) = \frac{1}{sp} \sum_{j=1}^{sp} (\mathbf{n}^i_j - \bar{n}_i)(\mathbf{n}^i_j - \bar{n}_i)^T$$

where $\bar{n}_i$ is the average normal of $\mathcal{N}(v_i)$. To make NPC matrix independent of the coordinate choice, all the normal
Figure 2. An overall of our algorithm.

Figure 3. Illustrations of ring neighborhood and patch extraction. (a) is the 1-ring neighborhood of HB. (b) is the 2-ring neighborhood of HB. (c) shows the illustration of patch extraction in 2 dimension.

Figure 4. Different patches on the surface of mesh. The input mesh is incomplete and the orange part is the ring neighborhood of hole. The orange part denotes existing part on mesh, the red part denotes unknown region in hole.

vectors in \( \mathcal{N}(v_i) \) are transformed by \( R_i \) to the local coordinate system of \( v_i \). PCA is adapted to construct the local coordinate system. Suppose the vertices patch covariance matrix \( \mathcal{V}(v_i) \) is defined as \( \frac{1}{sp} \sum_{j=1}^{sp} (v_j^i - v_i)(v_j^i - v_i)^T \). The eigenvectors of matrix \( \mathcal{V}(v_i) \), denoted as \( (e_1^i, e_2^i, e_3^i) \), form an orthogonal frame associated with eigenvalues \( (\lambda_1^i, \lambda_2^i, \lambda_3^i) \) where \( \lambda_1^i > \lambda_2^i > \lambda_3^i \). \( e_3^i \) is the basis of the normal space and \( (e_1^i, e_2^i) \) form the basis of the local tangent plane, as shown in Fig. 5. The transformation \( R_i \) is obtained by rotating \( e_3^i \) to \((0,0,1)\) and \( e_1^i \) to \((1,0,0)\).

To calculate the distance between two covariance matri-
ces, we adopt the model in [21] defined as follows:

\[ d_{NPC}(\bar{v}_i, \bar{v}_j) = \sqrt{({\bar{n}_i - \bar{n}_j})^T(C(v_i) + C(v_j))^{-1}({\bar{n}_i - \bar{n}_j})} \]  

(2)

The smaller \( d_{NPC}(\bar{v}_i, \bar{v}_j) \) indicates more similarity between \( \mathcal{N}(v_i) \) and \( \mathcal{N}(v_j) \). The covariance matrix \( C(v_i) \) is always symmetric positive definite. Hence, \( (C(v_i) + C(v_j))^{-1} \) is not singular in most cases. The singular case is both \( C(v_i) \) and \( C(v_j) \) are zero matrix, which means two patches are planar. Hence, in our experiment, when \( \bar{n}_i - \bar{n}_j \) is zero, we set \( d_{NPC}(\bar{v}_i, \bar{v}_j) = 0 \).

Fig. 6 shows the similarity distances with the patch as shown in Fig. 6(a). The patch in Fig. 6(b) with \( d_{NPC} = 0.02 \) looks more similar than the ones in Fig. 6(c) and Fig. 6(d) with \( d_{NPC} = 0.41 \) and 0.11, respectively. Fig. 6(d)(e)(f) are patches by rotating Fig. 6(a) clockwise through angle \( \frac{\pi}{2}, \pi, \frac{3\pi}{2} \), respectively. It can be seen that our similarity metric is insensitive to the orientation of patches.

### 3.3.3 Similar patches packing

Suppose we have \( w \) patches, we first put all these patches into a global normal patch group matrix \( \Omega_M \). Each column vector corresponds to one patch. For each \( v'_j \in \mathcal{N}(v_i) \), we extract its normal and put it into a column vector in the form of \( (n'_{jx}, n'_{jy}, n'_{jz}) \). The normal of \( v_i \) is put first and then the normals of other vertices in the associated patch are placed ring by ring counterclockwise. To capture the orientation of local patches, we align patches using local geometric analysis by PCA as in Section 3.3.2. As shown in Fig. 5, for patch \( \mathcal{N}(v_i) \) with a local coordinate system \( (e'_1, e'_2, e'_3) \), when starting a new ring, we always choose the vertex nearest to the principal direction line \( e'_1 \) as a starting point, such as \( v''_{jk} \) for the 1-ring, and \( v''_{jl} \) for 2-ring. Hence, \( \Omega_M \) has \( 3 * sp \) rows and \( w \) columns, as shown in Fig. 7. For convenience, we denote the column as \( p_i \) where \( i \in \{0, \ldots, w - 1\} \).

Then, we pack the most similar patches into a similar normal patch group matrix. For each patch \( p_i \) with missing normals denoted as \( (0, 0, 0) \), we first put \( p_i \) in the matrix and then select the most similar \( k \) patches by using the similarity descriptor defined in Eqn. 2 and put them into a similar normal patch group matrix denoted as \( \Omega_{p_i} \). The matrix \( \Omega_{p_i} \) contains \( 3 * sp \) rows and \( k + 1 \) columns, as shown in Fig. 8.

### 3.4. Iterative patch normal recovery

After obtaining the global normal patch group matrix \( \Omega_M \) and a batch of similar normal patch matrices \( \{\Omega_{p_i}\} \), our mesh inpainting problem becomes a matrix completion problem. An iterative patch normal recovery algorithm is introduced in this section.

#### 3.4.1 Iterative low rank completion

The matrix \( \Omega_{p_i} \) should be low rank due to the high correlation among similar patches. This observation motivates us to formulate the problem as a low rank completion problem to
recover $\Omega_{p_i}$ by solving the following optimization problem:

$$\begin{align*}
\min_{\hat{\Omega}_{p_i}} & \quad \text{rank}(\hat{\Omega}_{p_i}) \\
\text{s.t.} & \quad \mathcal{P}_{M^0}(\hat{\Omega}_{p_i}) = \mathcal{P}_{M^0}(\Omega_{p_i})
\end{align*}$$

(3)

$\mathcal{P}_{M^0}$ is the sampling operator in the observed $M^0$, which is defined as $[\mathcal{P}_{M^0}(\Omega_{p_i})]_{a,b} = [\Omega_{p_i}]_{a,b}$ if the normal at position $(a,b)$ is not missing in $M^0$ and 0 otherwise. The element at $a$-th row, $b$-th column in matrix $\Omega_{p_i}$ is denoted as $[\Omega_{p_i}]_{a,b}$.

The rank minimization problem in Eqn. 3 is generally an NP-hard problem, nuclear norm is often used to approximate the nonconvex rank function [10]. The problem becomes the following convex optimization problem:

$$\begin{align*}
\min_{\hat{\Omega}_{p_i}} & \quad \|\hat{\Omega}_{p_i}\|_*
\text{s.t.} & \quad \mathcal{P}_{M^0}(\hat{\Omega}_{p_i}) = \mathcal{P}_{M^0}(\Omega_{p_i})
\end{align*}$$

(4)

where $\|\hat{\Omega}_{p_i}\|_*$ is the nuclear norm, which is defined as the sum of singular values of $\hat{\Omega}_{p_i}$. We adopt the existing singular value threshold (SVT) method proposed in [9] to solve above Eqn. 4. A soft-thresholding operator $\mathcal{D}_\tau$ with a threshold $\tau$ is defined as $\mathcal{D}_\tau(x) = \max(0, x - \tau)$.

Staring from $Y = 0 \in \mathbb{R}^{(3+k+1)\times(k+1)}$, the convex optimization is solved as following

$$\begin{align*}
\hat{\Omega}_{p_i}^t & = \text{shrink}(Y^{t-1}, \tau) \\
Y^t & = Y^{t-1} + \delta_t \mathcal{P}_{M^0}(Y - \hat{\Omega}_{p_i}^t)
\end{align*}$$

(5)

where $\tau > 0$, $\{\delta_t\}$ is a sequence of scalar steps which is used to control the convergence for matrix completion. $\text{shrink}(Y, \tau)$ is a nonlinear function which applies a soft-thresholding operator to each singular value of the input matrix $Y$ with a threshold $\tau$. That is, it first decomposes the matrix $Y$ by SVD, then applies soft-thresholding operators to all eigenvalues and reconstructs the matrix from the new eigenvalues. In our experiments, we set the threshold $\tau = 0.9$, all scalar steps $\delta_t = 0.1$.

### 3.4.2 Iterative diffusion for patch recovery

For patches located near the hole boundary, the missing normals can be estimated using the matrix completion method described above. However, if the patch is all inside the hole, there is no reliable information for patch recovery. To address this problem, an iterative diffusion strategy is adapted in our work. The key idea of iterative diffusion is to use the output of the previous iteration as the input of the next iteration. The processing can be described as:

1. For patch $p_i$, select its most similar $k$ patches from $\Omega_M$ and packing in matrix $\Omega_{p_i}$.
2. Recovered the patch $p_i$ as described in Section 3.4.1.
3. Update the matrix $\Omega_M$.
4. Repeat steps 1-3 until all the missing vertex normals are recovered.

A 2D illustration of iterative diffusion is shown in Fig. 9. As shown in Fig. 9(a), after recovering the blue patch $p_i$, it is used as known when we repair the brown patch $p_j$. For patch $p_i$, which is all inside holes, obviously, there is no reliable information in the current iteration. After a number of iterations, the patches located in the iterator can be incrementally restored, as shown in Fig. 9(b). After all patches are recovered, we use $\Omega_M$ to denote the final global normal patch matrix.

### 3.4.3 Refinement with low rank recovery model

We gradually restore the global normal patch group matrix $\Omega_M$ through iterative diffusion strategy. However, it is still a lack of overall consistency among patches and not good
enough to recover the repeated texture patterns. In fact, the final matrix should also have low rank structure due to the high correlation among similar patches. This inspires us to refine $\Omega_M$ as a low rank recovery problem and formulate a low rank recovery model to recover $\Omega_D$ from $\Omega_M$ as follows:

$$\min_{\Omega_D} \left\{ \frac{\mu}{2} \| \Omega_M - \Omega_D \|_F^2 + \text{rank} (\Omega_D) \right\}$$

(6)

where $\mu$ is the positive weight parameter used to balance the two terms, $\| \cdot \|_F$ is the Frobenius norm. Suppose $\sigma (\Omega_D) = \{ \sigma_i (\Omega_D) : 1 \leq i \leq a \}$ are the singular values of $\Omega_D$ in non-decreasing order and $a$ is the total number of singular values. In general, larger singular values are more important than the smaller ones, since they represent the major components. In our work, we adopt truncated $\gamma$ norm [23] which is defined as follows to approximate rank ($\Omega_D$):

$$\text{rank} (\Omega_D) \approx \| \Omega_D \|_{\gamma} = \sum_{i=m+1}^{a-1} \frac{(1 + \gamma) \sigma_i (\Omega_D)}{\gamma + \sigma_i (\Omega_D)}$$

(7)

where $m$ is the number of eigenvalues to be excluded, $\gamma$ is a positive scalar. Then the optimization in Eqn. 6 is turned into:

$$\min_{\Omega_D} \left\{ \frac{\mu}{2} \| \Omega_M - \Omega_D \|_F^2 + \| \Omega_D \|_{\gamma} - \sum_{i=0}^{m-1} \frac{(1 + \gamma) \sigma_i (\Omega_D)}{\gamma + \sigma_i (\Omega_D)} \right\}$$

(8)

where $\| \Omega_D \|_{\gamma} = \sum_{i=0}^{m-1} \frac{(1 + \gamma) \sigma_i (\Omega_D)}{\gamma + \sigma_i (\Omega_D)}$ and as proven in Theorem 3.1 in paper [42],

$$\sum_{i=0}^{m} \sigma_i (\Omega_D) \geq Tr (U \ast \Omega_D \ast \hat{V}^T)$$

(9)

where $U \in \mathbb{R}^{m \times (3+sp)}$ s.t $UU^T = I$, and $V \in \mathbb{R}^{m \times w}$ s.t $VV^T = I$. $I$ is an $m \times m$ identity matrix.

Suppose $f (x) = \frac{(1+\gamma)x}{\gamma+x}$. $f (x)$ is a monotonically increasing function and has the following property: $f (x_1 + x_2) \leq f (x_1) + f (x_2)$. Combining Eqn. 9, we can obtain:

$$\sum_{i=0}^{m} \sigma_i (\Omega_D) \geq f \left( \sum_{i=0}^{m} \sigma_i (\Omega_D) \right) \geq f \left( Tr (U \ast \Omega_D \ast \hat{V}^T) \right)$$

(10)

Hence the Eqn. 8 turn into:

$$\min_{\Omega_D} \left\{ \| \Omega_D \|_{\gamma} - max_{UU^T = I, \hat{V}^T = I} f \left( Tr (U \ast \Omega_D \ast \hat{V}^T) \right) + \frac{\mu}{2} \| \Omega_M - \Omega_D \|_F^2 \right\}$$

(11)

With the auxiliary matrix variable $W$, Eqn. 11 becomes:

$$\min_{\Omega_D, W} \left\{ \| W \|_{\gamma} - f \left( Tr (U \ast \Omega_D \ast W^T) \right) + \frac{\mu}{2} \| \Omega_M - \Omega_D \|_F^2 \right\}$$

(12)

$$s.t. \quad W = \Omega_D$$

It can be solved by finding the saddle point of $L (\Omega_D, W; Z)$ as in paper [23, 42].

$$L (\Omega_D, W; Z) = \| W \|_{\gamma} - f \left( Tr (U \ast \Omega_D \ast W^T) \right) +$$

$$+ \frac{\mu}{2} \| \Omega_M - \Omega_D \|_F^2 + \left( \frac{\beta}{2} \| \Omega_D - W \|_F^2 + \frac{\beta}{2} \| Z \|_2^2 \right)$$

(13)

where $Z$ is the Lagrange multiplier matrix, $Z \in \mathbb{R}^{(3+sp) \times w}$. $\beta > 0$ is the augmented parameter. The saddle point problem can be solved by the following two subproblems: subproblem $\Omega_D$ and subproblem $W$ and update $Z$ alternatively.

For subproblem $\Omega_D^{t+1}$: a new term $\frac{\beta}{2} \| Z^t \|_2^2$ is fist added and the iteratively re-weighted least squares technique is adopted to transfer the following equation into a set of sparse linear equations:

$$\min_{\Omega_D} \left\{ -f \left( Tr (U \ast \Omega_D^t \ast W^T) \right) + \frac{\mu}{2} \| \Omega_M - \Omega_D^t \|_F^2 \right\}$$

(14)

$$+ \frac{\beta}{2} \| \Omega_D^t - W^t + \frac{1}{\beta} Z^t \|_2^2$$

For subproblem $W^{t+1}$: a new term $\frac{\beta}{2} \| Z^t \|_2^2$ is added

$$\min_{W} \left\{ \| W \|_{\gamma} + \frac{\beta}{2} \| \Omega_D^{t+1} - W^t + \frac{1}{\beta} Z^t \|_2^2 \right\}$$

(15)

Update the Lagrangian multiplier $Z$:

$$Z^{t+1} = Z^t + \beta \left( \Omega_D^{t+1} - W^{t+1} \right)$$

(16)

The filtered normal vectors in $\Omega_D$ for vertex computation will be transformed from the local coordinate system back to the original system by multiplication with the associated $R_i^{-1}$ for each vertex $v_i$. Since a vertex normal may be included in multiple patches, we compute the final vertex normal by averaging the normals. With the initial base structure and obtained vertex normals, vertex positions can be obtained by the efficient iterative vertex normal updating algorithm in [41] to obtain the final output. In our experiments, we set the positive scalar $\gamma$ as 0.01 and $m$ as 5.

Fig. 10 shows the comparisons between the inpainting results with and without refinement. We also adopt the normal map to visualize the difference among initial normals, normals recovered by low rank completion and normals refined by low rank approximation. The ground truth model is showed in Fig. 11(a). The damaged model is showed in Fig. 11(b). The results before and after refinement are showed in Fig. 11(c) and (d). Both of these two examples
Figure 10. Comparison results with missing normal, recovery normal and refinement normal. From left to right is: (a) The result with missing normal. (b) The result after normal completion without refinement. (c) The result after normal refinement.

Figure 11. Comparison results by normal map visualization. From left to right is: (a) The groundtruth model. (b) The result with missing normal. (c) The result after normal completion without refinement. (d) The result after normal refinement.

demonstrate the effectiveness of our low rank completion model and refinement model.

The whole algorithm is illustrated in Algorithm 1.

Algorithm 1 Patch based mesh inpainting via low rank recovery

Input: Incomplete mesh $M^0$, patch size $sp$, the ring number of HB $r$, maximum iteration number $S_{iter}$

Output: Complete mesh $M$

1: // Stage 1: Mesh base structure construction
2: Initialization $M^0$ with B-spline method
3: $M^1 \leftarrow M^0$
4: // Stage 2: Patch extraction
5: $NB_r \leftarrow r$-ring neighborhood of HB
6: for all $v_i \in NB_r$ do
7: \hspace{1em} Search the neighbor of $v_i$ ring by ring counterclockwise until it achieves $sp$ vertices
8: \hspace{1em} $N(v_i) \leftarrow$ patch of $v_i$ contains $sp$ points
9: end for
10: // Stage 3: Similar patches packing
11: for all $v_i^j \in N(v_i)$ do
12: \hspace{1em} Extract vertex normals as a column vector $p_i$ in form of $(n_i^x, n_i^y, n_i^z)$
13: \hspace{1em} Put $p_i$ into global normal patch group matrix $\Omega_M$
14: \hspace{1em} for all $p_i \in \Omega_M$ do
15: \hspace{2em} Select $k$ most similar column vectors from $\Omega_M$.
16: \hspace{2em} Put the similar patch normal column vector in similar normal patch matrix $\Omega_{p_i}$
17: end for
18: end for
19: // Stage 4: Iterative patch normal recovery
20: for all $\Omega_{p_i}$ do
21: \hspace{1em} $\Omega_{p_i} \leftarrow \Omega_{p_i}$ with iterative low rank matrix completion
22: Update the column vector $p_i \in \Omega_M$
23: if $\Omega_{p_i}$ has missing normals then
24: \hspace{1em} repeat Stage 3 and Stage 4
25: else
26: continue
27: end if
28: end for
29: // Stage 5: Refinement with low rank recovery
30: $\Omega_{M} \leftarrow \Omega_{M}$ by Stage 4
31: $\Omega_{D} \leftarrow \Omega_{M}$ using the energy function Eqn. 11 to refine the recover normal patch matrix $\Omega_{M}$
32: Update vertex positions
33: // Stage 6: Iterative algorithm execution
34: if iterations of algorithm $< S_{iter}$ then
35: \hspace{1em} repeat Stage 2 to Stage 5
36: else
37: continue
38: end if
39: $M \leftarrow$ the final inpainting mesh by Stage 1 to Stage 6

4. Experimental results and discussions

In this section, we report our experimental results with a variety of models and compare them with other methods qualitatively and quantitatively. The experiments are conducted on a Windows 10 operating system, Intel(R) Core(TM) 2.5 GHz dual-core CPU, and 8 GB of RAM. We implement the algorithm by C++ and use Eigen Library for matrix manipulation. SVT is solved by the reference code1 in our paper.

4.1. Qualitative comparison with other methods

To verify the effectiveness of the proposed approach in recovering incomplete meshes with geometric features, particularly for models with repeated patterns, we test our algorithm in different models.

Fig. 12 shows the comparison results on model of armadillo’s leg whose surface has small bumps. Fig. 12(a) is the ground truth model. Fig. 12(b) is the model with hole. Fig. 12(c-h) shows the experimental results by algorithms introduced in Pernot et al. [32], Brunton et al. [8], Attene [2],

1https://people.eecs.berkeley.edu/~yima/matrix-rank/sample_code.html
Zou et al. [45], Awang et al. [4] and our approach. As we can see, other methods only recover the hole smoothly while our approach can restore the bumps of the surface to make the repair result look more consistent with the adjacent area. Since our inpainting method repairs the hole by finding the most similar patches around the hole, it can better preserve the geometric details of the model.

Figs. 13 and 14 show the comparison results on models with repeated geometric features: child’s hair and merlion’s scale. Our method repairs repeated textures by finding surrounding similar patches through patch-based similarity analysis. As shown in Figs. 13 and 14, our method can recover the repeated pattern more naturally while the other five methods only smoothly blend with boundaries.

Fig. 15 shows the comparison results on model with large holes. The other five methods cannot recover the geometric details for large holes. The repair effect of our method is relatively better. We can restore the geometric features in the hole area since our algorithm gradually recovers the hole by analyzing the similarity of the $r$-ring neighborhood.

4.2. Parameter setting

Similar to most previous methods, our method needs to set parameters properly to produce the best results. It mainly contains three parameters: the patch size $sp$, the boundary ring number $r$ and the maximal iteration number $S_{iter}$ as described in Algorithm 1.

$sp$ is the number of vertices in each patch. It can not be too small since a small patch cannot capture repeated geometric patterns. It also cannot be too large. A large $sp$ would not only make the algorithm slower, but also decrease the similarity of patches. In our experience, the patch containing one complete repeated block produces the best results. We set $sp = 100$ for the models in Fig. 12, 13 and 15, and $sp = 20$ for the model in Fig. 14 in our experiments.

$r$ is the ring number of HB, and our algorithm analyzes the similarity of vertex patches for all $v_i \in NB_r$. For small $r$, there are not enough geometric features to analyze, and it is not easy for us to obtain the similarity without complete patches. For large $r$, first, it will increase the cost of our approach. Second, when $NB_r$ contains a large proportion of the surface that is not similar to the corresponding hole features, it cannot produce the best results. In our experiments, we set $r = 8$ for the armadillo’s leg model in Figs. 12 and 15, $r = 6$ for model of child’s hair in Fig. 13, and $r = 2$ for model of Merlion model in Fig. 14.

$S_{iter}$ is the maximal iteration number of stages 2-6 in Algorithm 1. We set it heuristically. For models with small holes, $S_{iter} = 1$ can already produce nice results, as shown in Fig. 12, Fig. 13 and Fig. 14. For larger hole, we set $S_{iter} = 7$ for armadillo’s leg model shown in Fig. 15.

Fig. 16 shows the experimental results for different $r$ and $sp$. The first row shows the results produced with different $sp$ values while setting $r = 6$. It produces best result for $sp = 100$. The second row shows the results produced for different $r$ while setting $sp = 100$. It produces relatively better result when $r = 6$. 

Figure 12. The repair results of armadillo’s leg. From left to right is (a) ground truth model, (b) model with holes, (c) result produced by [32], (d) result produced by [8], (e) result produced by [2], (f) result produced by [45], (g) result produced by [4], (h) our result.
4.3. Quantitative evaluation

In this section, a quantitative evaluation is given to further evaluate the performance of our approach.

The Hausdorff distances between the ground truth models and the restored models without refinement and with refinement are listed in Table 1 to measure our approach quantitatively. Obviously, our method produces lower distance.

5. Conclusions and future work

In this paper, we propose a patch-based mesh inpainting method by using low rank matrix recovery. An iterative algorithm has been proposed by dividing patches, recovering vertex normals and updating vertex positions. A patch similarity descriptor is proposed in the form of a vertex normals to measure the similarity between patches. By grouping the most similar patches in the damaged mesh, many low rank matrices are constructed. The missing vertex normals can be restored and refined by low rank prior knowledge.

Experimental results show that our approach works well in repairing holes with self-similarity geometric features.

There are also limitations for our work. First, our method outperforms the existing methods for large holes. Error accumulates since we gradually recover the hole inwards. It still has room for improvement. Second, as discussed above, we focus only on recovering 3D surfaces with geometric details, particularly for models with repeated patterns. Therefore, our methods might not work well for real range scan data. As the future work, we will recover the mesh with large holes by applying deep learning techniques. Another interesting direction is to develop an inpainting approach for real-data.
such as partial range scans.
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Figure 16. Parameter discussion. Experimental results produced with different sp and r.

|---------------------------|----------|--------------------|--------------------|------------|----------------|------------------|---------------------------|------------------------|
| Armadillo’s leg
Child’s hair
Merlion’s scale
Armadillo’s leg (big hole) | 172974   | 4.4 × 10^{-5}     | 4.6 × 10^{-5}     | 6.8 × 10^{-5} | 1.9 × 10^{-5} | 2.2 × 10^{-5} | 5.7 × 10^{-6} | 2.9 × 10^{-6} |
|                           | 50002    | 1.62 × 10^{-5}    | 1.2 × 10^{-4}     | 1.01 × 10^{-4} | 7.2 × 10^{-5} | 9.2 × 10^{-5} | 4.5 × 10^{-5} | 1.45 × 10^{-5} |
|                           | 35002    | 1.3 × 10^{-5}     | 1.3 × 10^{-5}     | 1.9 × 10^{-5} | 2.6 × 10^{-5} | 2.3 × 10^{-5} | 6.2 × 10^{-6} | 1.7 × 10^{-6} |
|                           | 172974   | 2.8 × 10^{-5}     | 5.3 × 10^{-5}     | 4.2 × 10^{-5} | 2.1 × 10^{-5} | 1.9 × 10^{-5} | 5.5 × 10^{-6} | 2.3 × 10^{-6} |

Table 1. Quantitative difference with the ground truth model.

References


